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Abstract

Although it has been a well-known fact, for more than two decades, that category theory is needed
for the study of topological orders, it is still a non-trivial challenge for students and working physicists
to master the abstract language of category theory. In this work, for those who have no background in
category theory, we explain in great details how the structure of a (braided) fusion category naturally
emerges from lattice models and physical intuitions. Moreover, we show that nearly all mathemati-
cal notions and constructions in fusion categories and its representation theory, such as (monoidal)
functors, Drinfeld center, module categories, Morita equivalence, condensation completion and fu-
sion 2-categories, naturally emerge from lattice models and physical intuitions. In this process, we
also introduce some basic notions and important results of topological orders.
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1 Introduction

In the last two decades, we have witnessed unprecedented interactions between topics in topological
phases of matter (such as topological orders) and those in pure mathematics. It is not surprising to see
the applications of geometry, topology and representation theory in physics because it is a long and old
tradition. What is surprising is that category theory, one of the most abstract subjects in mathematics,
has deep applications in the study of topological phases. These applications are not accidental but
rooted in the very heart of quantum many-body theory or quantum field theory (QFT). As we show in
this work, categorical structures are the fundamental ingredients of every quantum many-body system
or QFT. Category theory is becoming an indispensable language and tool, or a new calculus, in the study
of all quantum many-body systems and QFT’s.

Although there are many excellent textbooks on category theory (see for example [Mac78, Awo10,
Rie17]) and a modern textbook on tensor categories [EGNO15], unfortunately, none of them are written
for physicists. Many years have passed since the first application of category theory in the study of
topological orders. It remains a daunting task for working physicists and students to master or even
to appreciate the language of category theory by first reading these books. In fact, there are still many
mathematicians regarding category theory as a boring and useless subject or finding it difficult to adapt
themselves to the abstract way of thinking provided by category theory. Taking into account the fact
that all mathematicians were educated in the abstract language of modern mathematics from their first
days of professional training, we can then imagine how difficult it can be for working physicists, who
accustomed themselves to a concrete way of thinking (or computing) based on physical intuitions, to
find category theory inspiring or useful. Underneath this discouraging abstractness lies an ironic fact
that physical intuitions or realities are completely categorical.

Therefore, in order to help students and working physicists to enter this fast developing field and to
catch up with the latest developments, it is highly desirable to have some introductory articles or books
focusing on the application of category theory in physics. The goal of this work is to partially fill the
gap. For those who have no background in category theory, we explain in great details how categorical
structures naturally emerge from simple lattice models and physical intuitions. In other words, instead
of first introducing categorical notions then giving their physical application, we reverse the order by
first analyzing structures hidden in a lattice model then summarizing them as categorical notions. As
we proceed, almost all ingredients in the mathematical theory of monoidal categories, such as (braided)
fusion categories, (monoidal) functors, natural transformations, module categories, module functors,
Drinfeld centers, Morita equivalence, condensation completion and fusion 2-categories, etc., naturally
emerge. Although the mathematical theory that we can cover in this work seems quite rich already, it
is still just the tip of the iceberg. At the end of this work (see Section 5), we provide a brief outline of
a few advanced topics.

Although the field of topological orders is more than 30 years old, our understanding of subject is
still quite limited and unsatisfying. One of the manifestation of this fact is the constant evolution of
the basic notions and the occasional radical changes of the point of view. This phenomenon causes a
lot of difficulties and confusion in reading the literature. In this work, we try our best to distinguish
notions with subtle differences and clarify misleading statements that are common in the literature. In
a few places, we adopt some modern points of view available only recently [KZ20, KZ22b]. At the same
time, we try to be open to future evolution, an attitude which is reflected in many of our remarks. For
this reason, we believe that this work can be useful to experts in the fields. It might also be useful to
mathematicians who want to get some ideas on how category theory is used in physics.

The popularity of topological orders in recent years is not the scientific reason why we are interested
in this subject. In addition to the obvious and practical reason of understanding (or finding more)
exotic new materials that exhibit topological features, we are interested more in the reasons lying in
the theoretical foundation of quantum many-body physics or QFT’s. In Section 1.1 and 1.2, we explain
the theoretical motivations for and the theoretical significance of the study of topological orders, some
of which are becoming apparent only recently. In Section 1.3, we briefly explain the significance and
impacts of category theory in both mathematics and physics. In Section 1.4, we briefly explain the
content and the layout of this paper, and provide some suggestions on how to read this paper.

Throughout this work, we use nd to represent the spatial dimension and nD to represent the space-
time dimension.
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1.1 Original motivations

We start from introducing some terminologies used in this work. A quantum matter is a state of matter
at zero temperature. A quantum phase is a universal class of quantum matters. There are two types
of quantum phases: gapped and gapless. In this work, we are interested in a special family of gapped
quantum phases called gapped quantum liquids [ZW15] (see Section 2.1). A gapped quantum liquid
without symmetry is called a topological order [Wen89, Wen90]. Gapped quantum liquids with symme-
tries include gapped spontaneous symmetry breaking (SSB) orders, symmetry protected trivial (SPT)
orders [GW09, CLW11, CGLW13] and symmetry enriched topological (SET) orders [CGW10]. In this
work, we focus on 2d and 1d topological orders and only briefly comment on other quantum phases in
Remarks and in Section 5.

At the zero temperature, due to the finite energy gap, a gapped quantum phase hardly responds to
any external probes. It seems that it must be featureless and trivial. It was one of the greatest discoveries
in 1980’s that this seemingly ‘trivial’ phase is actually non-trivial. There are three sources of this great
discovery. The first one is in the study of the experimentally discovered 2d fractional quantum Hall
(FQH) phases [TSG82]. It was realized that different FQH phases have the same symmetry but different
in other features, such as non-trivial ground state degeneracies (GSD), fractionalized excitations and
chiral gapless boundaries (see [Sto92] and references therein). The second source is chiral spin liquids
emerged from the study of superconductors at high critical temperatures [KL87]. It was realized that
different chiral spin liquids can have the same symmetry but different numbers of heat-conducting
edge modes [WWZ89]. The third source is Witten’s construction of 2+1D Chern-Simons topological
quantum field theories (TQFT) [Wit89]. In these TQFT’s, the spaces of states are those of ground states
on different closed 2d manifolds, and are different for different TQFT’s; and they are non-trivial also
in that there are non-trivial Wilson line defects leading to infinitely many new topological invariants
[RT91]. These TQFT’s should be viewed as the low energy effective quantum field theories of exotic
gapped quantum phases. Therefore, these new exotic gapped phases are highly non-trivial, and are
beyond Landau’s paradigm of spontaneous symmetry breaking theory [Wen89, Wen90]. They provide
a gateway to an entirely new world. These three sources motivated Xiao-Gang Wen to introduced
the notion of a ‘topological order’ in 1989 [Wen89, Wen90] (see recent reviews [Wen17, Wen19] and
references therein). Another commonly stated motivation is that it provides the physical foundation
of the so-called fault-tolerant quantum computing [Kit03, FLW02, Fre01]. These motivations have
already attracted many condensed matter physicists, mathematical physicists, computer scientists and
mathematicians working jointly in this field.

Interestingly, as the study of topological orders or gapped quantum liquids deepens, we have en-
countered more surprises. The significances and the impacts of this study have gone far beyond con-
densed matter physics and have already reached out to many other fields, such as particle physics,
quantum gravity, quantum computing and even pure mathematics. In the next subsection, we discuss
some of the significances and the impacts of this study.

1.2 Significances and impacts

The first significance of the study of gapped quantum liquids is that in order to go beyond Landau’s
paradigm, this study demands us to return to perhaps the most fundamental question in condensed
matter physics:

What is a phase or phase transition?

Landau’s theory was developed from the study of concrete phase transitions. The tools and the lan-
guage developed for this study automatically provide a way to distinguish different phases, more pre-
cisely, a partial characterization of a phase. This approach does not provide a prior reason for the
completeness of this characterization. Landau’s theory is not developed from the first principle, by
which we mean first defining the notion of a phase precisely, then finding a mathematical characteri-
zation of a phase transition. The discovery of new exotic phases beyond Landau’s paradigm provides
us with a unique chance and motivation to study the notion of a quantum phase from the first prin-
ciple. Indeed, it has already motivated many attempts to define the notion of a gapped quantum liq-
uid precisely from both the microscopic perspective [CGW10, ZW15] and the macroscopic perspective
[Kit06, KW14, KWZ15, JF22, KLWZZ20b, KZ22a, KZ22b]. Microscopically, a gapped quantum liquid
is an equivalence class of gapped lattice models. The physical description of the equivalence relation

5



between two models is essentially known as a path connecting two models in the space of ‘models’ with-
out closing the gap nor changing the ground state degeneracy anywhere on the path. By “moving along
the path” we mean deforming the theory by enlarging the Hilbert space and adding local perturbations
allowed by symmetries [ZW15]. The real challenge lies in how to formulate this equivalence relation
mathematically precise and prove its compatibility with the macroscopic description of gapped quantum
liquids. In this work, we focus our attention on the macroscopic description. Note that a macroscopic
description of a topological order is possible simply because the notion of a quantum phase is itself a
macroscopic notion. Therefore, it is reasonable that the precise characterization of a quantum phase
can be obtained by summarizing the complete1 set of ‘observables’ in the thermodynamic limit and in
the long wave length limit. This point of view is both fundamental and natural, and has already played
an important role in the study of topological orders. Interestingly, it also provided a new way of char-
acterizing the symmetry-breaking phases in old Landau’s paradigm [KLWZZ20a, KZ22a, KWZ22], and
led to a grand unification of topological orders, SPT/SET orders, gapped symmetry-breaking phases
and CFT-type gapless phases [KZ20, KZ21, KZ22a, KWZ22, XZ24].

In retrospect, to be able to study topological orders from the first principle is because topological
orders are the simplest quantum phases. Indeed, a topological order is a gapped quantum many-body
system at zero temperature without any symmetry. It is significantly simpler than SPT/SET orders or
gapless quantum liquids. Even the spontaneous symmetry breaking (SSB) orders within the Landau’s
paradigm are more complicated than topological orders because the symmetry in a SSB order, however
broken, still plays a non-trivial role in the theory. A direct justification of this fact is that the categorical
description of an SSB order [KZ22a, KWZ22, XZ24] is much more complicated than that of a topolog-
ical order. It is perhaps not just ‘more complicated’. It is nearly impossible, even in retrospect, before
the advent of topological orders, because the key mathematical structure in this categorical descrip-
tion was new [MP17, KZ18b, KYZZ24] and was emergent from the study of the gapless boundaries of
2+1D topological orders [KZ18c]. This simplicity is the key to make precise definitions, complete char-
acterizations and other precise results possible. We believe that the role played by topological orders
in the study of quantum many-body physics is similar to that of the two-body problem in Newtonian
mechanics and that of the Hydrogen atom in quantum mechanics. Moreover, this simplicity also makes
it possible, for the first time, to study all topological orders or quantum liquids as a whole, i.e., the cat-
egories of topological orders (or quantum liquids) [KWZ15, KZ18a, KLWZZ20b, KZ22a, KZ24, KZ22b].
This is a completely new and uncharted territory. Many new questions from this global perspective,
focusing on the relations2 between quantum liquids and those between the categories of quantum liq-
uids in different dimensions [KWZ15, KZ18a, KYZ21, JF22, KZ22a, KZ24, LYW23, KZZZ24], have been
raised and are currently under investigation. As many new results are gradually emerging, it becomes
clear that we are only at the beginning stage of a great revolution of quantum many-body theory.

The second significance of the study of gapped quantum liquids is that it leads to a new approach
towards the study of gapless quantum phases. Now we follow the discussion in [KZ21, Section 7].
This new approach is both surprising and ironically obvious in retrospect. It is in everyone’s mind
that gapless quantum phases are significantly richer and harder than gapped quantum phases. This
richness lead people to a natural impression that the intuitions and methods developed in the study
of the gapped cases might not be useful, if not misleading, to that of the gapless cases. From this
perspective, it was somewhat surprising to realize that the mathematical characterization of a gapped
quantum liquid is an indispensable ingredient of that of a gapless quantum phase, and the theory of
gapped liquids might provide a systematic approach to the study of gapless phases. On the other hand,
it is also completely obvious. A generic gapless phase can be obtained by stacking a gapless phaseXwith
a gapped quantum liquid A as illustrated in the first picture in (1.2.1). Therefore, the mathematical
characterization of a gapped quantum liquid, such as the higher category of topological defects, is also
an indispensable ingredient of that of a gapless quantum phase. This categorical structure might be
changed if we introduce coupling (or the glue C) between two layers as illustrated in the second picture

1We want to emphasize that the mathematical description of the complete set of ‘observables’ is fundamentally different
from that of a proper subset because certain structures and results, such as the boundary-bulk relation of topological excitations
(see Section 4.2.4 and 5.6) and the mathematical theory of anyon condensation (see Section 5.4), are possible only when the
description is complete (at least to certain extent), and are impossible to see within a partial description. In other words, new
structures emerge in the limit of the completion.

2These relations include the usual dualities and those that are far more sophisticated than dualities.
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in (1.2.1), but its categorical nature remains intact.

A⊠X :=
Xgapless

A
gapped

B⊠C Y := C
Ygapless

B
gapped

(1.2.1)

Instead of using stacking, we can also describe this categorical structure intrinsically. In a gapless quan-
tum phase, there are, in general, gapped excitations, which are topological (or superselection) sectors
in the Hilbert space. These topological sectors should form a higher categorical structure similar to
those in a gapped quantum liquid. We call this categorical structure the ‘topological skeleton’ of the
gapless quantum phase [KZ21, Section 7]. The first examples of topological skeletons of gapless quan-
tum phases are explicitly constructed for the chiral/non-chiral gapless edges of 2d topological orders
[KZ18c, KZ20, KZ21]. Although the topological skeleton is not enough to determine a gapless quan-
tum phase, it has already provided sufficient amount of information to study certain types of questions
that are irrelevant to the missing data, such as the boundary-bulk relation, Morita equivalence of two
boundaries, computing dimensional reduction processes and condensations [KZ21]. For example, a
condensation from the gapped phase B in (1.2.1) to a new gapped phase B′ automatically defines a
phase transition from the gapless phase B⊠CY to B′⊠CY. One can play the same game for C, including
introducing a condensation that is confined to a 1-codimensional submanifold in C. In addition to these
obvious applications, more sophisticated applications can be found in the study of topological phase
transitions [CJKYZ20, CW23, LY23]. Moreover, since all the missing data must be compatible with the
topological skeleton, this compatibility provides non-trivial clues to the construction of the missing data.
All of these suggest that the theory of gapped quantum liquids provides a brand new and systematic
approach towards the study of gapless quantum phases [KZ21, Section 7][KZ22a, KWZ22].3 Indeed,
among many other things, it leads to a new mathematical theory of all gapped/gapless quantum liquids
(with/without symmetries) [KZ22a, KZ24, KZ22b].

The third significance is its impact on the study of problems in the field of high energy physics.
Indeed, it has stimulated an unexpected and unprecedented interaction between high energy theory
and condensed matter theory. The new results and methods developed in study of gapped quantum
liquids, such as many-body entanglement, string-net condensations [LW05] and emergent gauge fields
and gapless modes on the boundaries, turn out to be useful in the study of many other fundamen-
tal problems in high energy physics, such as emergent chiral fermions in standard model [Wen03,
Wen13, YX15, AC16, CS17], beyond standard model [Wan21] (and references therein), string theory
[KPMT20, TY23], emergent gravitational modes [Xu06, GW12, Gu17], applications to loop quantum
gravity [DG17, Zuo17], many of the recent developments of dualities among 2+1D CFT’s (see for exam-
ple [SSWW16, SSWX19] and references therein), and holography through the study of entanglement
entropy (see for example [RT06, Swi12, Qi18] and references therein). Moreover, the bulk-boundary
correspondence [LH08, QKL12] and boundary-bulk relation of topological excitations [KK12, KWZ17]
in the study of gapped phases echo the open-closed duality in string theory, and the holographic duality
implied by topological Wick rotation [KZ20, KZ22a] echoes AdS/CFT correspondence [tH93, Mal99]
(see a recent unification of these two holographical phenomena [BHJL24]). It seems that we are only
at a beginning stage to grasp some universal features of quantum many-body systems. In retrospect,
perhaps the reason for its influence and connection to quantum gravity is the fact that the what-is-a-
phase question cannot be completely separated from the question: What are the space and time?, if they
are not the same question (are they?). After all, they are all quantum many-body problems.

Above discussion focuses on its impacts on real physical problems in high energy physics (e.g.,
standard models) instead of its obvious “impact” on the study of formal QFTs. On the one hand, from
the perspective of its mathematical or physical contents, this obvious “impact” can hardly be called
an impact because quantum phases and QFTs are essentially the same thing. The only difference is

3A few months after the appearance of this paper on arXiv, the authors were exposed to a parallel but partially independent
development from high energy physics community on generalized (higher form and non-invertible) symmetries [GKSW15] and
the actions of TQFT’s on general QFT’s [FMT24] or SymTFT [GK21, BLT20, ABGEHSN23]. In particular, B ⊗C Y in (1.2.1) is
recently called a sandwich construction and is viewed as a (B,C)-action on the gapless phase B⊗C Y [FMT24]. The pair (B,C)
was previously viewed in [KWZ15, KWZ17, KZ22a] as the defining data of a morphism from Y to B ⊠C Y. In literature, C is
called a “background category” [KZ18c, KZ20], a “categorical symmetry” [JW20, KLWZZ20a], “topological symmetry” [FMT24],
“SymTFT” [ABGEHSN23] and “SymTO” [CJW22]; and the pair (B,C) is called the “topological skeleton” (of a quantum liquid)
[KZ21, KZ22b] or a “quiche” [FMT24].
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that a QFT studied by high energy physicists often involves a Lagrangian and path integrals on non-
trivial spacetime manifolds, while a quantum phase can be defined by either a lattice model or the local
observables of an effective field theory restricted to an open disk4. However, this difference is superficial
in that the partition function on a non-trivial spacetime manifold M can be recovered by integrating
local observables over M (see [Lur17, AFT17, AKZ17])5. Therefore, results on quantum phases should
be viewed directly as results on QFT’s. On the other hand, from a social or cultural perspective, this
impact indeed happened, and some translations are certainly needed, especially for QFT’s defined by
Lagrangians and for computations involving non-trivial spacetime manifolds6. Since 2017, we have
witnessed a movement of translating results on topological defects in topological/SPT/SET/SSB orders
into results on generalized symmetries [GKSW15] in QFT’s7, and, at the same time, a movement of
applying generalized symmetries to the study of topological phases. In particular, a topological order
can be understood as the consequence of breaking a generalized symmetry (see for example [McG23]).
As a consequence, two fields are merging into one. In particular, the condensed matter theorists’ goal
of establishing a new paradigm of phase transitions beyond Landau’s symmetry-breaking theory is now
actively pursued by many high energy theorists.

The fourth significance is its impact on pure mathematics. It was known at the dawn of modern
science that mathematics is efficient in solving problems in physics [Wig60]. There is no exception
in our case. The mathematical notions of a 1+1D conformal field theory (CFT) [Seg88] and a TQFT
[Ati88] were introduced earlier than that of a topological order [Wen89]. So it is not surprising to see
that many mathematical results about TQFT’s, CFT’s and related subjects, such as quantum groups,
vertex operator algebras and tensor categories, have played important roles in the development of
the theory of topological orders. In recent years, more advanced mathematical topics, such as higher
algebras [Lur17] and factorization homology [AF20], also joined the party [AKZ17, JF22]. A natural
question is: “Can physics return the favor?”. Although it has already been a few decades since physics
returned the favor through string theory (see Remark 1.2.1), it is still not obvious if the favor can
be returned through the study of topological orders. But it did happen. The physical problems and
intuitions of topological orders have already directly produced or inspired many new mathematical
results in topology (see for example [FH20, FH21, FT21]) and in category theory (see for examples
[DMNO13, BNRW15, KZ18a, LKW16a, AKZ17, KZ18b, KTZ20b, GJF19a, VR19, KZ21, KYZ21, JF22,
KLWZZ20b, KZ22a, JF20, JFY21b, JFR23, KZ24]) and even new mathematical theories (see for example
[DR18, GJF19a, JF22, KYZZ24, KZ22b]). A lot more new references need to be added.

A direct reason behind this return of favor is that the study of topological orders has raised many
important new questions and provided surprisingly powerful physical intuitions that are not so obvious
from the mathematical perspective. For example, questions related to topological phase transitions
between topological orders are completely new to mathematicians who are experts in the mathematical
theory of TQFT’s. These new questions demand and have already inspired many new mathematical
theories. As the new approach towards the study of gapless quantum phases just starts, it is only
reasonable to expect more impacts on pure mathematics in the coming future.

Remark 1.2.1. Why can physics help to discover new mathematical structures and solve mathematical
problems? We recall a partial answer to this philosophical question appeared in [Kon17]. An infinite
dimensional mathematical object, viewed from generators and relations, is very complicated and lacks
of global intuition. However, if it describes a quantum many-body system, say a solid material, our
physical intuition, including the ordinary visual effect of a solid material in the sight of human eyes, is

4More precisely, a QFT defined by path integrals is essentially a functorial quantum field theories (FQFT) defined by a functor
from a cobordism category to a linear category [Ati88]; while a quantum phase is essentially an algebraic quantum field theory
(AQFT) defined by the net of local observables algebras [HK64]. More discussions on the difference between a quantum phase
and a path-integral QFT, reformulated as a H-type and a L-type QFT’s, respectively, can be found in [MW12, KW14, FH21].

5In order for this statement to be rigorously true, one can consider those quantum phases that are called quantum liquids
[KZ22a], which can be viewed as a QFT that is fully dualizable in a proper sense [Lur17]. The mathematical foundation of this
integral is the mathematical theory of factorization homology [Lur17, AFT17, AFT16, AFR18, AF20] (see also [KZZZ24]).

6The relation between FQFT and AQFT and the theory of factorization homology are not so well known in physics community.
7Sometimes the ‘translation’ is trivial. Sometimes it is non-trivial. Let us not forget that this ‘translation’ is only a return

of favor because the early developments in topological orders [Wen90, Kit03, LW05] were preceded and inspired by those in
TQFT’s [Wit89, DW90, RT91, TV92, Tur20]. In particular, as one of the main results we would like to explain in this review, the
mathematical characterization of the anyons in a 2+1D topological order by a unitary modular tensor category [Kit06, Appendix
E] is a direct translation (or a summarization) of the results in 2+1D TQFT’s and 1+1D RCFT’s [Wit89, MS89a, FRS89, FG90,
Reh90, RT91, Tur20] and their connections to anyons in real systems [MR91, Wen91].
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the consequence of a highly non-trivial RG computation, i.e. integrating out all microscopic degrees of
freedom. Similarly, all phenomenological theories, Hamiltonian or Lagrangian descriptions and even
physical measurement carried out in physics labs can all be regarded as powerful computations of
systems with infinite number of degrees of freedom. Although we are still far from understanding the
true nature of these transcendental computations, it is not hard to imagine that they, as gifts from
mother nature, can be surprisingly powerful in solving mathematical problems. Moreover, quantum
field theories have revealed an entirely new world of infinite dimensional mathematics. A lot of new
mathematical theories developed in mathematics were inspired by quantum field theories. ♦

1.3 Category theory as a new language

The mathematical theory of symmetries (in the the classical sense) is that of groups. The new exotic
phases of matter challenge us to find radically new mathematical language to characterize gapped
quantum liquids. The enormous efforts have been made to meet this challenge (see for example
[Kit06, LW05, KK12, BBCW19, KWZ15, LKW16a, LKW18, LW19, KTZ20b, JF22, KLWZZ20b, KZ22a,
JF20, JFY21b, KZ22b] and references therein). The result of these efforts is a successful one. Up to
invertible gapped quantum liquids, the mathematical structure that characterizes a gapped quantum
liquid was found to be a (higher) category equipped with some additional structures and satisfying
some properties [KLWZZ20b, KZ22a]. This (higher) category summarizes all the topological defects
(and their properties) living in the gapped quantum liquid.

This success is, however, somewhat bittersweet to many working physicists. The mathematical the-
ory of higher categories, or category theory, is far more exotic than the group theory, and is notorious for
its abstractness even in mathematics. As a consequence, even after 30 years of development, it is still a
big challenge for a working physicist to master the abstract language of category theory. Although it is
obvious to some experts in this field that category theory is indispensable (also powerful) in the study
of topological orders, ironically, if a physical paper on topological orders uses a lot of category theory, it
is often considered by many physicists as mathematics or perhaps non-physics, and is not accepted by
physics journals. The main goal of this paper is to bridge the gap between physical/geometrical intu-
itions and mathematical notions. More precisely, for physicists with no background in category theory,
we explain in great details how the mathematical notions of a unitary modular tensor category (UMTC),
a fusion category, a monoidal functor, Drinfeld center, a module category, Morita equivalence, conden-
sation completion and fusion 2-categories, etc. naturally emerge from physical/geometrical intuitions
or explicit lattice models calculations. We also clarify some subtle issues, misleading statements and
confusions that are abundant in literature along the way. Although all results in this work were known,
many parts of our explanation are hard to find in literature. Some of them should be interesting and
useful even to experts.

From a physical perspective, we have already argued in Section 1.2 that the theory of gapped quan-
tum liquids is not just a corner in physics. It leads us to a new approach towards the study of the gapless
quantum phases, and links to many fundamental questions in physics, including particle physics and
quantum gravity. Similarly, from a mathematical perspective, category theory is also far more than just
a generalization of group theory. It is as basic as set theory, and provides a new foundation of math-
ematics. It is capable of supplying many different kinds of new ‘calculus’ and ‘linear algebras’. It has
already become the basic languages or powerful tools in a variety of fields, such as logic, functional
analysis, algebraic number theory, algebraic geometry, algebraic topology and representation theory.
Moreover, it unifies ‘continuous’ with ‘discrete’, ‘algebraic’ with ‘analytic or geometric’ and ‘finite’ with
‘infinite’. Perhaps, the most important fact is that there are a lot of new mathematical truths that can
only be expressed in the categorical language. In other words, these mathematical truths are beyond
set theory. There has been a new wave in mathematics of replacing set theory by category theory as the
new foundation of mathematics since the rise of the new paradigm of algebraic geometry developed in
1960’s by Alexander Grothendieck and his schools. Therefore, the real question is: can category theory
becomes the language of a new calculus for quantum many-body physics? We believe that the answer
to this question is YES.

The applications of category theory in physics started no later than 1980’s and were largely influ-
enced by the bootstrap program of 1+1D rational conformal field theories (RCFT). This program was
initiated in 1970’s and went through a great breakthrough by Belavin, Polyakov and Zamolodchikov in
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1984 [BPZ84] and an intensive development afterwards. We briefly summarize some of these applica-
tions in a few relatively independent lines of developments.

(1) 1+1D RCFT’s: One of the crowning achievements in the study of 1+1D RCFT’s in 80’s is Moore
and Seiberg’s discovery of the notion of a modular tensor category8 (MTC) as the conjectured
category of modules over the so-called ‘chiral algebras’ [MS89a, MS90]9. Moore-Seiberg’s ax-
ioms of a MTC are slightly overcomplete and was later simplified in [Reh90, Tur20] (see also
[BK01] and Remark 3.5.7). The notion of a MTC played a fundamental role in later devel-
opments of RCFT’s, especially in Fuchs, Runkel and Schweigert’s state-sum construction of all
correlators in a RCFT based on a simple special symmetric Frobenius algebra in a MTC [FS03,
FRS02, FRS04, FRS05, FFRS06] (preceded by an important earlier work [FFFS02]), and in Huang
and Kong’s mathematical foundation of open-closed RCFT’s based on VOA and its representa-
tion theory [HK04, HK07, Kon07, Kon08b, Kon08a], and in the study of open-closed duality
[FFRS08, KR08, KR09, Dav10], and in that of topological defects in RCFT’s [FFRS04, FFRS07,
DKR15, KZ18c, KZ20, KZ21, KYZ21]. Tensor categorical methods have also been applied to 1+1D
irrational (open-closed) CFT’s (see for example [Hua17, FS19] and references therein).

(2) n+1D TQFT’s: The mathematical definition of a CFT was introduced by Segal [Seg88] and Kont-
sevich. It was based on the idea of formalizing the factorization property of path integrals as
a symmetric monoidal functor defined on a complex cobordism category. This immediately led
to Atiyha’s definition of an n+1D TQFT’s [Seg88, Ati88] as a symmetric monoidal functor from
topological cobordism category to the category of vector spaces. After Witten’s construction of
Chern-Simons-Witten TQFT’s [Wit89]10, a construction of 2+1D TQFT’s based on modular Hopf
algebras was obtained by Reshetikhin and Turaev in [RT91]. It was later generalized by Turaev
to a construction based on MTC’s (i.e., the so-called Reshetikhin-Turaev TQFT’s) in [Tur20]. In
1992, a state-sum construction of 2+1D TQFT’s based on MTC’s was obtained by Turaev and
Viro in [TV92], and it was later generalized to a state-sum construction based on spherical fu-
sion categories by Barrett and Westbury [BW96, BW99]. Extended TQFT’s were also systemat-
ically studied in 1990’s by Lawrence [Law93] and by Freed [Fre94, Fre99, Fre09] and by Baez
and Dolan [BD95], where Baez-Dolan’s Cobordism Hypothesis was proposed. Lurie provided a
sketched proof of this hypothesis in [Lur08], and Ayala and Francis provided a rigorous proof
under some assumptions [AF17]. Category theory was systematically used in the program of
constructing TQFT’s with defects by Carqueville, Runkel, Schaumann and Mulevicius in a series
of works [CR16, CRS18, CRS19, NC20, CMRSS21, Mul22, MR23, CMRSS24], preceded by some
earlier works on QFTs with defects [FFRS07, FFRS10, DKR11].

(3) Topological phases: Category theory entered the study of topological phases as the category of
topological excitations (or anyons) in a 2d topological order from very beginning [MS89c, Wit89,
FRS89, FG90, Reh90, MR91, Wen91]. However, it remains largely unnoticed by condensed mat-
ter theorists until Kitaev’s famous review in [Kit06, Appendix E]. Through the constructions of
Kitaev’s quantum double models [Kit03], Levin-Wen models [LW05] and their gapped bound-
aries and domain walls [KK12], the anyon condensation theory [Kon14a] and the categorical
description of 2+1D SET orders [BBCW19], nearly all modern developments of tensor cate-
gories (see a book [EGNO15]) have entered the field of topological orders in their full strength.
After that, the applications of the tensor category theory to the study of gapped quantum liq-
uids (including topological orders) has entered a golden age (see for example [KZ18a, LKW16b,
LKW16a, LKW17, BGHN+17, AKZ17, CCW17, KZ18b, BJLP19, CJKYZ20, KZ20, KZ21, HBJP23,
CGHP23, GHKP+24]). Recently, the new wave of applying higher category theory to the study
of gapped/gapless quantum liquids is picking up momentum [KW14, KWZ15, BHW17, DR18,
KTZ20b, BD19, GJF19a, BD20, JF22, KLWZZ20b, BD21, KTZ20a, JFY21a, KZ22a, BD22, JFY21b,
JFR23, KZ24, XLLC21, KZ22b, ZLZH+23, LYW23, KZZZ24]. A lot of more references are emerging in 2024-2025.

8The name was suggested by Igor Frenkel and first appeared in [MS90]. We recommend Moore’s recent online talk on the
history of the discovery of MTC in the study of rational CFT’s [Moo24].

9Moore-Seiberg’s discovery was based on a bootstrap analysis of the structure of a rational CFT, which was later fully estab-
lished as a rigorous mathematical theorem by Huang [Hua08b, Hua08a]. In this mathematical theory, the physical notion of a
chiral algebra was replaced by a more precise mathematical notion of a vertex operator algebra (VOA). Similarly, that of a chiral
vertex operator (introduced in [MS89a]) was replaced by that of an intertwining operator [FHL93].

10Witten’s construction is based on Lagrangian or the action principle in physics.
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Remark 1.3.1. In another line of development, category theory also played an important role in the
study of homological mirror symmetry [Kon94]. In particular, both the bounded derived categories
of coherent sheaves and (derived) Fukaya categories appear as the defining data of the homological
mirror symmetry. They are both certain limits of the categories of D-branes in certain topologically
twisted N = 2 super-conformal field theories (see [ABCD+09] for a physical review and references
therein). Although this line of development is not directly related to this work, it partially influenced
Lurie’s theory of higher algebras and higher representations [Lur17], which further influenced the study
of topological phases in many different ways (for example, in the condensation theory of topological
defects [KZZZ24]). It is not clear how many details we should give and how many references we should include here. ♦

Remark 1.3.2. It is beneficial to reflect upon the reason why category theory is so useful in the study
of quantum many-body physics. In general, a physical system with infinite degrees of freedom is very
complicated if you measure it via the inefficient device of the 1-dimensional ground field C. It is often
expressed in terms of certain complicated infinite dimensional C-linear algebraic structures, such as
vertex operator algebras and algebras over operads or PROPs. However, if we change our measuring
device to more efficient one: an infinite dimensional algebras over operad A, then above algebraic struc-
tures turn themselves into familiar (even ‘finite dimensional’) notions of ‘A-linear’ algebras in certain
highly non-trivial monoidal higher categories (e.g. Ek-monoidal higher categories). This fact is deeply
related to or perhaps not different from the fact that all gapped defects in a quantum many-body system
or a quantum field theory automatically form a higher category. ♦

The applications of category theory have also reached out to computer science, linguistics, philos-
ophy and economics, etc. Just as the calculus is once the universal language of all sciences, this is not
hard to imagine that category theory, which can be viewed as a structuralized calculus, will eventually
become a universal language of all sciences. Our humble hope is that this paper might help to speed
up this process.

Remark 1.3.3. We would like to give a remark that might help some readers to overcome the psycho-
logical barrier in the study of category theory. We have heard from some physicists and students that
they have spent a lot of time studying category theory, but only found it very formal, dry, uncomputable
and useless. This feeling and reaction is very common and natural. It reflects a rather deep truth. In
fact, category theory is as basic as set theory. Both of them can serve as the foundations of mathematics.
Physicists’ reaction to set theory is likely to be the same: formal, dry, uncomputable and useless. But
physicists really do not need set theory because all they need are calculus and linear algebra. Similarly,
it is impossible to see the power of category theory until you see ‘categorical calculus’ and ‘categorical
linear algebras’. Physicists can study calculus directly without going through set theory because all they
need from set theory is automatically covered by the theory of functions in calculus. But for the ‘cate-
gorical calculus or linear algebra’, as far as we can tell, it is impossible to bypass the basic notions of a
category, a functor, a natural transformation, Yoneda Lemma, adjoint functors, etc. This work provides
a friendly way to get a glimpse of the ‘categorical linear algebra’ through concrete physics models. We
hope that this work can help physicists to overcome the language barrier. ♦

1.4 Layout and how to read

We explain the layout of this paper: in Section 2, we briefly review some basic notions related to
topological orders; in Section 3, we explain in details how the structure of a unitary modular tensor
category emerges from physical and geometric intuitions of topological excitations; in Section 4, we
explain the emergence of many mathematical notions associated to the 1d gapped boundaries of 2d
topological orders and the boundary-bulk relation, such as unitary fusion categories and Drinfeld center,
etc; in Section 5, we give a brief guideline of some advanced topics.

In the main text of this paper, we try to be self-contained, slowly paced and not technical. We hide
many technical parts in Remarks. One of the purposes of this paper to let readers to get a glimpse of the
incredible richness of category theory and its application in the study of topological orders. Therefore,
we choose to comment on some advanced physical or mathematical topics only in remarks, where
intrigued readers can find relevant references for further reading. That is also to say that if you are a
beginner and do not understand those technical and advanced Remarks, you can simply ignore them.
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Throughout this work, we use “Theoremph” to highlight a physical result, and use “Theorem” to
represent a mathematically rigorous result.

Acknowledgements: We would like to thank Meng Cheng, Jürg Frölich, Arthur Jaffe, Tian Lan, Gregory
W. Moore, Xiao-Liang Qi, Yang Qi, Nathan Seiberg, Chenjie Wang, Xiao-Gang Wen and Cen-Ke Xu for
useful comments and discussion. We would also like to thank Tian Lan and An-Si Bai for pointing
out mistakes in an earlier version of this work. We would also like to thank An-Si Bai, Chun-Yu Bai,
Chenqi Meng, Rongge Xu and Holiverse Yang for finding typos. We are supported by NSFC (Grant
No. 11971219) and by Guangdong Provincial Key Laboratory (Grant No.2019B121203002) and by
Guangdong Basic and Applied Basic Research Foundation (Grant No. 2020B1515120100). ZHZ is also
supported by Wu Wen-Tsun Key Laboratory of Mathematics at USTC of Chinese Academy of Sciences.

1.5 Plan for the next version

1. Incooperate the new developments from non-invertible symmetries and topological symmetries.
Not only one can use them in the understanding of topological defects, but also discuss its signif-
icants in Introduction.

Somewhere in the introduction, one should add comments on how to see so many categorical
structures via a simple model of the toric code model.

2. Section 2 might need some rewriting.

3. Write a subsection on the comparison of the various points of view of topological defects, includ-
ing the generalized symmetry point of view and entanglement bootstrap point of view. This will
affect the Remarks associated to the definition of the fusion product of two particles.

4. Add some discussion of anyon condensation theory.

5. Add a subsection on the category of topological orders. This can help to explain the meaning of
the direct sum of two topological orders (or two domain walls).

6.
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2 Basic notions for topological orders

In this section, we briefly review a few basic notions associated to topological orders and introduce
some notations along the line.

2.1 Gapped quantum phases

A quantum phase is a universality class of quantum many-body systems defined in the thermodynamic
limit and at zero temperature. Since a quantum phase can be realized by lattice models, it can be
defined microscopically as an equivalence class of lattice models. In this subsection, we briefly sketch
this microscopic perspective of gapped quantum phases without giving details.

By a lattice model we mean a collection of the following data:

• There are some discrete sites in the space, and the number of sites is called the size of the lattice
model.

• For each site i we associate to it a Hilbert space Hi (called a local Hilbert space), which represents
the local degrees of freedom.

• The total Hilbert space is defined by H :=
⊗

i Hi .

• The Hamiltonian H acting on H is the sum of local interaction terms. A term in H is called local
if it acts as identities on all sites except some spatially local sites.

For convenience, we also use the total Hilbert space H to denote a lattice model. The thermodynamic
limit is defined for a quantum (many-body) system11, which is a sequence {H(k)} of lattice models
and the size of H(k) tends to infinity as k →∞. In order for the limit to be well-defined, additional
data and conditions are needed. The literature on this subject is gigantic. We avoid to go into detail
here but recommend a review [GJ87] and references therein. In principle, a quantum phase could be
defined microscopically as an equivalence class of quantum systems. However, it is hard to define the
equivalence relation in this generality.

In this work, we are only interested in a special kind of quantum systems, which satisfy the following
conditions (see Figure 1):

• there exists a fixed ∆> 0 independent of k such that

1. there is no eigenvalue of H(k) in an energy window of size ∆ as k→∞;

2. the number of eigenstates below the energy window is finite and independent of k as k→
∞;

3. the energy splitting of those eigenstates below the energy window tends to zero as k→∞.

∆

ground states

excited states

energy gap

Figure 1: the energy spectrum of a typical gapped system

Such a quantum system is called a gapped liquid-like12 quantum system. The subspace spanned by those
eigenstates below the energy window is called the ground state subspace, and its dimension is called the
ground state degeneracy (GSD). The quantum phase determined by a gapped liquid-like quantum system
is called a gapped quantum liquid (or a gapped liquid for short), and is defined by an equivalence class
of gapped liquid-like quantum systems [ZW15]. In principle, the equivalence relation could be defined
by properly enlarging the Hilbert space and followed by the (symmetry allowed) perturbations of the

11When a lattice model H is translation invariant, it induces a canonical sequence {H(k)} of lattice models. In this case, ‘a
lattice model’ and ‘a quantum system’ have the same meaning.

12Gapped non-liquid-like quantum systems are known (see for example [Cha05, Haa11]).
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quantum system without closing the gap and without changing GSD. A gapped liquid without symme-
try is called a topological order. We prefer not to going into the details of the microscopic definition of
a topological order or a gapped liquid (see Remark 2.1.1). Instead, we discuss some macroscopic prop-
erties of topological orders that are intuitively natural thus should be viewed as natural requirements
for any reasonable microscopic definition of a topological order.

Remark 2.1.1. To define the equivalence relation precisely is a very subtle problem. Note that we have
not yet made the notion of a quantum system very precise. Since only the ground state subspace is
physically relevant at zero temperature, one way is to define a gapped liquid directly by an equivalence
class of the ground state wave functions. The proposals of such an equivalence relation can be found
in [CGW10, ZW15, SM16]. ♦

Example 2.1.2. Suppose V is a finite dimensional Hilbert space and P is a Hermitian operator on V
with a unique ground state |ψ〉. For each n ∈ N, there is an nd lattice model defined as follows:

• Each local Hilbert space is Hi := V .

• The Hamiltonian is H :=
∑

i Pi , where Pi = · · · ⊗ 1⊗ P ⊗ 1⊗ · · · is the operator acting on Hi as P
and acting on other local Hilbert spaces as identity.

This defines a gapped liquid-like quantum system with a unique the ground state given by the product
state |ψ〉 ⊗ |ψ〉 ⊗ · · · . If we do not impose any symmetry, this quantum system realizes the trivial
topological order, denoted by 1n. ♥

Definition 2.1.3. The stacking of two nd topological orders An and Bn is defined by stacking one on
the top of the other without introducing any coupling between two layers. This stacking produces a
new topological order denoted by An ⊠Bn as illustrated in the following picture:

An ⊠Bn :=
Bn

An

■

We denote the set of all nd topological orders by TOn. By Example 2.1.2, there is at least one
topological order in each dimension: the trivial topological order, i.e. 1n ∈ TOn. The stacking operation
defines a binary multiplication on TOn, which is

1. commutative, i.e. An ⊠Bn = Bn ⊠An;

2. associative (An ⊠Bn)⊠Cn = An ⊠ (Bn ⊠Cn);

3. unital, i.e. 1n ⊠ An = An. This follows from Zeng and Wen’s definition of a topological order
[ZW15], which requires that an nd topological order An is invariant if we enlarge the Hilbert
space but project the enlarged part to the product state.

This result can be summarized as follows.

Theoremph 2.1.4. The set TOn of all nd topological orders, together with the the commutative multi-
plication ⊠ and the unit 1n, defines a commutative monoid.

Remark 2.1.5. The notion of a topological order is closely related to that of a topological quantum field
theory (TQFT) but with a subtle difference (see Remark 3.5.15). It was generally believed that the low
energy effective theory of a topological order is a TQFT [Wit89]. Indeed, the low energy effective
theories of chiral spin liquids [WWZ89] and fraction quantum Hall liquids [ZHK89] are Chern-Simons
TQFT’s; those of Kitaev’s quantum double models [Kit03] are 3+1D Dijkgraaf-Witten TQFT’s; those of
Levin-Wen models [LW05] are Turaev-Viro-Barrett-Westbury TQFT’s [TV92, BW99]. ♦

Remark 2.1.6. Gapped liquids with symmetries include gapped spontaneous symmetry breaking (SSB)
orders, symmetry enriched topological (SET) orders [CGW10] and symmetry protected trivial (SPT)
orders [GW09, CLW11, CGLW13] (see also Section 5.5). ♦
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2.2 Rn-observables

At zero temperature, regardless gapped or gapless, only physically relevant data are those survived in
the low energy limit, or equivalently, in the long wave length limit. In other words, the notion of a
quantum phase is actually a macroscopic notion defined in the long wave length limit. Therefore,

in principle, a quantum phase should be characterized by all possible ‘observables’ in the
long wave length limit.

When the quantum phase is gapless, typical examples of such ‘observables’ are the correlation func-
tions as those in quantum field theories (QFT), which should be viewed as the low energy effective
field theories of quantum many-body systems. When the quantum phase is gapped, all the correlation
functions decay exponentially. They are not observables in the long wave length limit. In this case,
there are other ‘observables’ which are discussed in Section 2.4.

One more thing can be said about the notion of a phase. It is often stated in literature to consider
a phase defined on a closed manifold. There is nothing wrong about this statement. But it is wrong to
regard the notion of a phase as a global notion defined on a closed manifold.

• The only reason we can regard the same FQH state on topological surfaces with arbitrary genus
as the same FQH phase is because they are the same phase on each open 2-disk covering the
surfaces (see Figure 2). This fact becomes even more obvious by considering a 2-sphere with a
2d quantum phase A defined on the northern hemisphere, a different phase B defined on the
southern hemisphere and a 1d domain wall on the equator. Therefore, the notion of an nd phase
is actually a ‘local’ notion in the sense that it is defined on an open n-disk13.

• But this term ‘local’ is misleading because each n-disk must be in the thermodynamic limit thus
‘non-local’ with respect to certain length scale. Therefore, the notion of a (quantum) phase is
a notion defined on an open disk of infinite size, or on Rn for simplicity. To distinguish those
‘observables’ defined on Rn (in the long wave length limit) from those global observables defined
on a closed manifold, we refer to the former as Rn-observables. In other words, a quantum phase
should be characterized by all Rn-observables in the long wave length limit.

In Section 5.2, we explain briefly on how to obtain global observables (or invariants) defined on a closed
manifold Σ by integrating Rn-observables on Σ via the so-called factorization homology [AKZ17].

Figure 2: The notion of a phase is local in the sense that it is defined on an open disk.

2.3 Anomaly-free/anomalous topological orders

The notion of an anomaly-free/anomalous topological order was first introduced in [KW14].

Definition 2.3.1. An nd topological order is called anomaly-free if it can be realized by an nd lattice
model with only local interactions. Otherwise it is called anomalous. ■

An nd anomalous topological order An, if exists, must be realized as a defect in a higher (but still
finite) dimensional lattice model. By a process of dimensional reduction illustrated in Figure 3, one
can always realize the topological order An as a boundary of an n+1d lattice model, which realizes an
n+1d anomaly-free topological order Cn+1 (see also [KW14, Section VI.B]).

13In Remark 3.5.14, we explain that the notion of a double braiding only makes sense on an open 2-disk instead of a 2-sphere.
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Theoremph 2.3.2. An nd anomalous topological order can always be realized by a boundary of a 1-
dimension-higher lattice model, or equivalently, a boundary of a 1-dimension-higher anomaly-free topo-
logical order.

An
⇝

An
⇝ Cn+1 An

Figure 3: a dimensional reduction process

Although the realizations of An as a higher codimensional defect are almost never unique, it was
shown in [KW14] that if An is a topological order, after the dimensional reduction, the anomaly-free
phase Cn+1 is unique (see [KW14, Lemma 1] for a physical proof).

Unique bulk principle: An nd topological order An can always be realized as a boundary
of an anomaly-free n+1d topological order Cn+1. Moreover, such Cn+1 is unique and is
called the bulk of An or the gravitational anomaly of An [KW14] and denoted by Bulk(An).

Remark 2.3.3. This principle was later proposed as a defining property for much larger family of (po-
tentially gapless) quantum phases, called quantum liquids [KZ22a, Section 5] (see Remark 2.3.3).
When the quantum liquid An is gapped (i.e. a gapped quantum liquid), the proof given in [KW14,
Lemma 1] does apply to this case (if its bulk Cn+1 have the same symmetry as that of An). When An is
gapless, the proof given in [KW14, Lemma 1] does not apply. Nevertheless, we propose the uniqueness
of the bulk as a defining property of all quantum liquids.

There is no precise definition of a gapless quantum liquid. We use the term in the sense of [KZ22a,
Section 1]. Roughly speaking, a gapless quantum liquid is a gapless quantum phase that is ‘soft’ enough
so that it does not rigidly depend on the local spacetime geometry. Gapless quantum liquids in 1+1D
include all rational CFT’s. For 1+1D bulk-boundary rational CFT’s, the uniqueness of the bulk was
known [FFRS08, KR09]. ♦

We depict the geometric relation between the boundary phase An and its bulk as follows:

Bulk(An) An

where the n+1d bulk phase Bulk(An) is depicted as a spatial open interval to emphasize that a quantum
phase is defined on the spatial manifold Rn. The time axis is not shown. It is clear that Bulk(1n) = 1n+1.
Moreover, we have the following result.

Theoremph 2.3.4. An nd topological order An is anomaly-free if and only if Bulk(An) = 1n+1.

2.4 Topological defects and topological skeletons

For a topological order, all its correlation functions decay exponentially thus do not define observables
in the long wave length limit. In this case, there are other Rn-observables given by topological defects.

Microscopically, a defect in a lattice model can be realized as a local modification of the lattice, local
Hilbert spaces, or the Hamiltonian. We give explicit examples in Section 3 (see also [KW14, Section
IV]). A defect may break the uniformity of the phase, and determines an observable in the long wave
length limit after coarse-graining. In a topological order, the equivalence class of such an observable
with the equivalence relation defined by all admitted perturbations is called a topological defect (see
Figure 4).

A defect itself can be viewed as a lower-dimensional lattice model embedded in a higher-dimensional
lattice model. We only consider gapped defects in this work. In the long wave length limit, a topological
defect in a non-trivial topological order can be viewed as a lower-dimensional anomalous topological
order.
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local Hilbert space

local operator

dislocation

Microscopic

coarse-graining
−−−−−−−−→

topological defects

Macroscopic

Figure 4: A defect in a lattice model can be given by introducing dislocations, enlarging local Hilbert
spaces, or adding local operators to the Hamiltonian. Topological defects are defects in the long wave
length limit.

In an nd topological order Cn, two adjacent topological defects of the same codimension can be
fused into a single topological defect. Two examples are illustrated in Figure 5. The collection of all
topological defects of codimension one or higher in Cn, together with the fusions among them in various
codimensions, form a complicated structure, which is called the topological skeleton of Cn. The main
goal of this work is to explain that the topological skeleton of a topological order is naturally a (higher)
category.

Cn

Mn−1 Nn−1
fusion
−−−→

Cn

(M⊠C N)n−1

Cn

Nn−1

Ln−1

Mn−1

Yn−2

Xn−2
fusion
−−−→

Cn

Nn−1

Ln−1

(X⊠M Y)n−2

Figure 5: The topological defects in various dimensions can be fused together.

Remark 2.4.1. In literature (see for example [KW14, KWZ15, JF22]), the notion of a topological skele-
ton is often identified with that of a topological order (up to invertible topological orders). This point
of view can sometimes cause confusion (see Remark 4.3.9). In this work, we carefully distinguish them
even in their notations. ♦
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3 Topological orders in 2d

In 1982, the fractional quantum Hall effect (FQHE) was experimentally discovered by Tsui, Stormer
and Gossard [TSG82]. Soon after, it was realized that there are two important features of the FQHE:

1. The quasi-particles in a fractional quantum Hall states can carry fractional charges [Lau83] and
have fractional statistics [ASW84, Hal84] or even non-abelian statistics [Wu84, Wen91, RM92].
These quasi-particles are also called anyons [Wil82a, Wil82b] due to their anyonic statistics. It
is worth pointing out that, without the guidance from FQHE, the existence of ‘anyonic’ particles
in 2+1D were actually first predicted theoretically in 1977 by Leinaas and Myrheim in [LM77],
and independently by Goldin, Menikoff and Sharp in [GMS80, GMS81] (see [Gol23] for the early
history of predicting anyons14).

2. Tao and Wu [TW84] first proved that a fractional quantum Hall state defined on a nontrivial
surface has nontrivial ground state degeneracy (GSD). The source of this nontrivial GSD, however,
was unclear at first and caused some confusion, which was often misguided by symmetry-breaking
tradition (see for example [And83, NTW85, Tho85]). It was finally clarified by Wen and Niu
[Wen90, WN90] that the GSD is robust against arbitrary weak perturbations. Hence the nontrivial
GSD is not related to any symmetry and beyond Landau’s paradigm. Moreover, it was known that
the nontrivial GSD is directly related to the fractional statistics of quasi-particles [WN90].

In 1990, Xiao-Gang Wen proposed that the emergence of anyons and the robust GSD indicate a new
kind of order that is beyond Landau’s paradigm [Wen90]. Partially inspired by Witten’s Chern-Simons
TQFT’s [Wit89], Wen named this new kind of order as a “topological order” because its low energy
effective theory is a TQFT (see Remark 2.1.5).

The anyons are special cases of topological defects introduced in Section 2.4 because they are
particle-like. The main goal of this section is to explain in detail that particle-like topological defects in
a 2d topological order form a mathematical structure called a unitary modular tensor category.

3.1 Toric code model

In this subsection we briefly review the 2d toric code model, which was introduced by Kitaev [Kit03],
and explicitly compute the GSD.

3.1.1 Definition of the 2d toric code model

The 2d toric code model on a square lattice is defined as follows. There is a spin-1/2 on each edge (or
link) of the lattice. In other words, the local degree of freedom Hi on each edge i is a two-dimensional
Hilbert space C2. The total Hilbert space is Htot :=

⊗

i Hi =
⊗

i C2.
Let us recall the Pauli matrices acting on C2:

σx =
�

0 1
1 0

�

, σy =
�

0 −i
i 0

�

, σz =
�

1 0
0 −1

�

.

For each vertex v and plaquette p we define a vertex operator Av :=
∏

i σ
i
x and a plaquette Bp :=

∏

j σ
j
z

acting on adjacent edges. Here σi
x = · · · ⊗ 1⊗σx ⊗ 1⊗ · · · is the operator that acts on Hi as σx and

acts on other local Hilbert spaces as identities. For example, the operators in Figure 6 are

Av = σ
1
xσ

2
xσ

3
xσ

4
x , Bp = σ

3
zσ

4
zσ

5
zσ

6
z .

The Hamiltonian of the toric code model is defined to be

H :=
∑

v

(1− Av) +
∑

p

(1− Bp), (3.1.1)

where the summation takes over all vertices v and all plaquettes p.

14The braid statistics of fields in 1+1D was first introduced by Frölich in 1976 in [Frö76] (see [FGM90] for the early history of
braid statistics in quantum field theories).
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v
1

2

3

4

5

6

Figure 6: the toric code model

Remark 3.1.1. The toric code model can be defined on an arbitrary lattice, and its behavior in the long
wave length limit is independent of the choice of the lattice. This is due to the fact that the toric code
model is at a fixed point of the renormalization flow. But for simplicity, we only consider square lattice
here. ♦

A simple observation is that all Av and Bp operators mutually commute. Indeed, any two plaquette
operators commute because they consist of σz operators. Similarly, any two vertex operators commute.
So we only need to consider a plaquette operator Bp and a vertex operator Av . If v and p are not
adjacent, they have no common edges and thus commute. If they are adjacent (for example see Figure
6), there are exactly two common edges labeled by 3 and 4. Since σ3

x anti-commutes with σ3
z and σ4

x
anti-commutes with σ4

z , we conclude that Av commutes with Bp.
It follows that the total Hilbert space can be decomposed as the direct sum of common eigenspaces

of all Av and Bp operators, whose eigenvalues are ±1. In particular, the ground state subspace has
energy 0 and is the common eigenspace of all Av and Bp operators with eigenvalues +1. Moreover, the
system is gapped, because the first excited state has energy at least 2, no matter how large the system
size is.

3.1.2 The ground state degeneracy and ground state wave functions

Let us compute the GSD of the toric code model defined on a genus g closed surface. Suppose the
lattice has V vertices, E edges and F plaquettes. By Euler’s formula, we have

V − E + F = 2− 2g.

The dimension of the total Hilbert space is 2E , and the ground state subspace is determined by the
constraints that all Av = 1 and Bp = 1. Note that these constraints are not independent. We have

∏

v

Av =
∏

p

Bp = 1

because the model is defined on a closed surface. So there are only (V+F−2) independent constraints,
and each one halves the Hilbert space. Hence the GSD is 2E−(V+F−2) = 22g , which is a topological
invariant.

In the rest of this section we explicitly compute the ground state wave functions on a torus (g = 1).
Choose eigenstates |±〉 of σx with eigenvalue ±1. We can decorate the lattice by red strings and

construct a wave function from each string configuration (see Figure 7): if there is a red string on an
edge, we put a state |−〉 on this edge; if there is no red string on an edge, we put a |+〉 on it. Thus each
string configuration corresponds to a wave function is |+〉⊗ |+〉⊗ |−〉⊗ · · · , where |−〉 only appears on
red edges.

The condition that all Av operators acting on such a wave function as +1 means there is no open
string. Indeed, if v is an end point of an open string, then Av acts on the wave function as −1. It follows
that a ground state wave function is the superposition of closed string wave functions. Moreover,
the condition that all Bp operators acting on the ground state wave function as +1 means that, if a
closed string configuration can be obtained from another one by the action of several Bp operators,
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p

(a)

p

(b)

Figure 7: A string configuration corresponds to a wave function. We impose periodic boundary condi-
tions in two directions so that the lattice model is defined on a torus. There is a long closed string and
a short open string in these two figures. The action of the Bp operator locally deforms the string from
(a) to (b).

their superposition coefficients must be equal. Clearly, the action of Bp operators is locally creating,
annihilating or deforming closed strings (see Figure 7). If there is a non-contractible closed string,
such a configuration can not be obtained from the vacuum configuration by Bp operators. Hence, by
considering different non-contractible loops on a torus, we get four different (orthogonal) ground state
wave functions:

|ψ00〉=
�

�

�

�

·

+

�

�

�

�

·

+

�

�

�

�

·

+ · · · , |ψ01〉=
�

�

�

�

·

+

�

�

�

�

·

+

�

�

�

�

·

+ · · · ,

|ψ10〉=
�

�

�

�

·

+

�

�

�

�

·

+

�

�

�

�

·

+ · · · , |ψ11〉=
�

�

�

�

·

+

�

�

�

�

·

+

�

�

�

�

·

+ · · · .

The closed strings in them belong to different Z2-homology classes of a torus. Recall that H1(torus;Z2)≃
Z2 ⊕Z2.

Remark 3.1.2. The ground state wave functions of the toric code model defined on an genus g surface
Σg are similar. For each first homology class of Σg (with coefficient Z2) we can similarly construct
a closed string wave function and hence there are |H1(Σg ;Z2)| = |(Z2)⊕2g | = 22g orthogonal ground
state wave functions. ♦

This example also illustrates the following general principle [LW05]:

The ground states are obtained from closed string condensation; the excitations are the end
points of open strings.

3.2 The category of particle-like topological defects

3.2.1 Local operators and topological excitations

Recall Section 2.4 that a topological defect is an observable in the long wave length limit. How do we
obtain a topological defect from microscopic data?

The way to read macroscopic information from microscopic data is to do coarse-graining, which
is a process of integrating and averaging out the microscopic degrees of freedom. For the study of
topological defects, the effect of coarse-graining can be stated as the screening by local operators. A
local operator is an operator defined in a bounded region. Local operators in a bounded region act on
the local Hilbert space in the bounded region. Any macroscopic observables are those survived after
the screening by the cloud of local operators (see Figure 8).

The simplest way to obtain a defect is to add a local term in the Hamiltonian. Suppose δHξ is an
operator acting around a site ξ. Then the ground state of the new Hamiltonian (H +δHξ) is different
from that of the original Hamiltonian H in general. With respect to the original Hamiltonian H, the
new ground state looks like an excitation around the site ξ, but coincides with the original ground state
far from the site ξ. Intuitively, the local term δHξ traps an excitation located at the site ξ. Conversely,
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local operators

observable

(a)

the cloud of local operators

observable

(b)

Figure 8: Observables are screened by the cloud of local operators. (a): an observable in the lattice
model; (b): what we see in the long wave length limit.

any excitation located at a site ξ can be trapped by some operators δHξ. Therefore, such a defect is
characterized by an excitation of the Hamiltonian H.

What is the topological defect corresponding to a trap δHξ? Suppose |ψ〉 is an excitation trapped
by δHξ (i.e., |ψ〉 is a ground state of (H + δHξ)) and A is a local operator, then A|ψ〉 should also be
trapped by δHξ after coarse-graining. Thus all trapped states in the long wave length limit form a
subspace which is invariant under the action of local operators. Such a subspace is called a topological
excitation. The topological defect corresponding to δHξ is characterized by this subspace [KW14].

Definition 3.2.1. A topological excitation (or a particle-like topological defect) is a subspace of the total
Hilbert space that is invariant under the action of local operators. ■

Given a state |ψ〉, the minimal topological excitation containing |ψ〉 is

{A|ψ〉 | A is a local operator},

called the topological excitation generated by |ψ〉. In particular, the topological excitation generated by
the ground state subspace is called the trivial topological excitation, denoted by 1.

Remark 3.2.2. A nontrivial topological excitation is usually defined to be an excitation which cannot
be created from or annihilated to the ground state by local operators. This definition is equivalent to
Definition 3.2.1. Indeed, if a state |ψ〉 can be created from the ground state by local operators, the
topological excitation generated by |ψ〉 should be the same as the trivial topological excitation.

As shown in Remark 3.2.8, a nontrivial topological excitation can be created from or annihilated
to the ground state by a non-local operator. Adding a local trap δHξ to the original Hamiltonian H is
equivalent to introducing a non-local operator on the world line of ξ. ♦

Remark 3.2.3. The topological excitation given by a local trap δHξ located at a site ξ is particle-
like. Particle-like topological excitations in 2d are also called anyons due to their statistics (see Remark
3.4.68). We can also consider a local trap acting around a higher-dimensional submanifold in the space,
and such a local trap gives a higher-dimensional topological excitation [KW14]. ♦

Remark 3.2.4. A particle-like topological defect is a special 0d topological defect, a name which is
reserved for more general type of 0d defects, such as 0d domain walls between two 1d domain walls.♦

Remark 3.2.5. In Definition 3.2.1, we use the hand-waving term “the action of local operators” without
defining it precisely. There are two different approaches to treat ‘local operators’ precisely. In the first
approach, the ‘local operators’ were explicitly constructed in the quantum double models [Kit03] and
the Levin-Wen models [LW05, KK12, Kon13] and were shown to form a Hopf-like algebra. Then a
topological excitation can be defined to be a module over this algebra (see Section 3.3.7). In the second
approach, the ‘local operator algebras’ are replaced by the nets of ‘local operator algebras’ [Haa96].
Then a topological excitation can be defined by a (superselection) sector of this net [Naa11, KZ22b,
Wal23]. A lot of new references are emerging in this direction, including the works of Ogata, Jones, Penneys, etc. ♦

This section needs a significant expansion to include a brief review of many different approaches towards the meaning of a particle-like

topological defect or topological excitations or anyons.
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3.2.2 Particle-like topological defects of the toric code model

Let us find the particle-like topological defects of the toric code model.
The Hamiltonian of the toric code model is the sum of mutually commuting operators, so an excita-

tion, as an energy eigenstate, is determined by its eigenvalue of all Av and Bp operators. For example,
given a vertex v0, there is a state |ψv0

〉 satisfying the following property:







Av0
|ψv0
〉= −|ψv0

〉,
Av |ψv0

〉= |ψv0
〉 for all vertices v ̸= v0,

Bp|ψv0
〉= |ψv0

〉 for all plaquettes p.

In other words, |ψv0
〉 is an excitation located at v0. Then we try to apply a local operator σ1

z on |ψv0
〉

(see Figure 9). Since σ1
z commutes with all plaquette operators and vertex operators except Av0

and
Av1

, we still have

Bp ·σ1
z |ψv0

〉= σ1
z |ψv0

〉

Av ·σ1
z |ψv0

〉= σ1
z |ψv0

〉

for all plaquettes p and vertices v ̸= v0, v1. But σ1
z anti-commutes with Av0

and Av1
, so we have

Av0
·σ1

z |ψv0
〉= −σ1

z Av0
|ψv0
〉= σ1

z |ψv0
〉,

Av1
·σ1

z |ψv0
〉= −σ1

z Av1
|ψv0
〉= −σ1

z |ψv0
〉.

Therefore, σ1
z |ψv0

〉 is an excitation located at v1.

p0

p1

1
v0 v1

Figure 9: topological excitations of toric code

As illustrated by the above discussion, local operators can not annihilate such an excitation |ψv0
〉.

So |ψv0
〉 generates a nontrivial topological excitation, denoted by e. All |ψv0

〉’s generate the same
topological excitation e, because they can be connected by a string of σz operators.

Remark 3.2.6. The state |ψv0
〉 is the ground state of the Hamiltonian

H ′ = H + 2Av0
=
∑

v ̸=v0

(1− Av) +
∑

p

(1− Bp) + (1+ Av0
).

Thus the corresponding defect is given by the local trap δHv0
= 2Av0

. In the long wave length limit, all
these defects give the same topological defect e. ♦

Similarly, for each plaquette p0 there is a state |ψp0
〉 satisfying the following property:







Bp0
|ψp0
〉= −|ψp0

〉,
Bp|ψp0

〉= |ψp0
〉 for all plaquettes p ̸= p0,

Av |ψp0
〉= |ψp0

〉 for all vertices v.
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Then all states |ψp0
〉 generate the same topological excitation, denoted by m. Moreover, for every vertex

v0 and plaquette p0 there is a state |ψv0,p0
〉 satisfying the following property:















Av0
|ψv0,p0

〉= −|ψv0,p0
〉,

Av |ψv0,p0
〉= |ψv0,p0

〉 for all vertices v ̸= v0,

Bp0
|ψv0,p0

〉= −|ψv0,p0
〉,

Bp|ψv0,p0
〉= |ψv0,p0

〉 for all plaquettes p ̸= p0.

Then all states |ψv0,p0
〉 generate the same topological excitation, denoted by f . Intuitively, if an e particle

and an m particle are adjacent, they can be viewed a single topological excitation f . Finally, there is
always the trivial topological excitation 1, i.e., the topological excitation generated by the ground state.
Consequently, we have found 4 different topological excitations: 1, e, m, f .

Remark 3.2.7. There are more topological excitations than 1, e, m, f . Recall that a topological exci-
tation is a subspace of the total Hilbert space, thus we can talk about the direct sum of topological
excitations. For example, 1⊕m can be generated by the ground state subspace of the following Hamil-
tonian:

H ′ = H + Bp0
=
∑

v

(1− Av) +
∑

p ̸=p0

(1− Bp) + 1.

We provide more examples in Section 3.4.1. ♦

Remark 3.2.8. The nontrivial topological excitations e, m, f can be created from or annihilated to the
ground state by non-local operators. As depicted in Figure 10, an e particle can be created or annihilated
by an infinitely long string operator · · ·σ4

zσ
3
zσ

2
zσ

1
z , and an m particle can be created or annihilated by

· · ·σ7
xσ

6
xσ

5
x . ♦

e

m
1 2 3 4

5 6 7

Figure 10: Topological excitations can be created or annihilated by non-local operators.

Remark 3.2.9. We do not really need an infinitely long string operators to create or annihilate topo-
logical excitations, because the notion of locality depends on the length scale. For example, if we treat
operators in the shaded region in Figure 10 as local, then σ3

zσ
2
zσ

1
z is already non-local and can create

or annihilate an e particle.
This example suggests that the notion of a local operator, as well as a topological excitation, depend

on the length scale. We can choose an arbitrary region R, provided that it is particle-like when we look
at it from far away, and define local operators and topological excitations in the region R. So a particle-
like topological excitation does not necessarily located at a point. Its ‘shape’ is the same as the chosen
region R. ♦

3.2.3 Instantons

Topological excitations are subspaces of the total Hilbert space. A natural question is whether operators
on these spaces are observables in the long wave length limit.

Suppose x , y are two topological excitations located at a site ξ and f : x → y is an operator between
these two Hilbert spaces. The operator f should be viewed as a 0D (spacetime dimension) defect
between the world lines of x and y . Thus it gives a 0D topological defect in the long wave length limit.
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As depicted in Figure 11 (a), a local operator A can act on the world line before or after f . In the
long wave length limit, all these actions are averaged out, thus what we can see is not necessarily f ,
but an screened operator which commutes with all local operators. Hence, a 0D topological defect
in the spacetime is an operator which commutes with all local operators. These operators are called
instantons because they are localized on time axis. Figure 11 (b) is an intuitive picture of an instanton.
We denote the space of all instantons from x to y by Hom(x , y).

world line
y

x

A f

(a)

ytime

x

f ∈ Hom(x , y)

(b)

Figure 11: (a): the screening on time axis; (b) an instanton can freely pass through the cloud of local
operators.

Instantons can be fused together. Intuitively, if two instantons f ∈ Hom(x , y) and g ∈ Hom(y, z)
are very close to each other, they can be viewed as a single instanton from x to z, denoted by g ◦ f (see
Figure 12). The fusion of instantons defines a map:

◦: Hom(y, z)×Hom(x , y)→ Hom(x , z)
(g, f ) 7→ g ◦ f .

In the language of operators, the fusion of instantons is just the composition (or product) of operators.

y

z

x

f ∈ Hom(x , y)

g ∈ Hom(y, z)

⇝

z

x

(g ◦ f ) ∈ Hom(x , z)

Figure 12: the fusion of instantons

We can also fuse more instantons. Suppose there are three instantons fi : x i−1 → x i for i = 1, 2,3.
By fusing them three together we get an instanton denoted by f3 ◦ f2 ◦ f1 : x0→ x3. On the other hand,
fusing them two by two is also possible: we can first fuse f1 and f2 to get f2 ◦ f1, then fuse it with f3 to
get f3 ◦ ( f2 ◦ f1); or fuse f2 and f3 first then fuse f1 with the result to get ( f3 ◦ f2) ◦ f1. It is physically
obvious that these different ways of fusion should give the same result:

f3 ◦ f2 ◦ f1 = f3 ◦ ( f2 ◦ f1) = ( f3 ◦ f2) ◦ f1.

In other words, the fusion of instantons is associative. By considering instantons as operators on Hilbert
spaces, the associativity is also obvious.

Remark 3.2.10. The associativity implies that the fusion of three instantons can be defined via the
fusion of two instantons. Similarly, there are many different ways to fuse n instantons two by two, and
all the results are the same by the associativity. One can easily prove this statement by induction on n.
Hence, it is enough to consider the fusion of two instantons and the associativity condition. ♦
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Moreover, for any topological defect x , clearly ‘nothing happening’ is also an instanton. As an
operator on the Hilbert space, it is just the identity operator. So we denote it by idx . It is trivial in the
sense that any instanton f ∈ Hom(x , y) does not change by fusing with a trivial instanton (see Figure
13):

idy ◦ f = f = f ◦ idx .

y

y

x

f ∈ Hom(x , y)

idy ∈ Hom(y, y)

⇝

y

x

f
⇝

x

y

x

idx ∈ Hom(x , x)

f ∈ Hom(x , y)

Figure 13: The fusion of an instanton f with a trivial instanton is still f .

3.2.4 The structure of a category

We summarize the data and properties developed in previous subsections to a formal structure, called
a category.

Definition 3.2.11. A category C consists of the following data:

• a set ob(C) = {x , y, . . .}, whose elements are called objects of C;

• a set HomC(x , y) for every x , y ∈ ob(C), whose elements are called morphisms from x to y;

• a map ◦: HomC(y, z)×HomC(x , y)→ HomC(x , z): (g, f ) 7→ g ◦ f for any x , y, z ∈ ob(C), called
the composition of morphisms;

• a distinguished morphism idx ∈ HomC(x , x) for each x ∈ ob(C), called the identity morphism;

and these data satisfy the following conditions:

1. (associativity) (h◦ g)◦ f = h◦ (g ◦ f ) for any f ∈ HomC(x , y), g ∈ HomC(y, z), h ∈ HomC(z, w)
and x , y, z ∈ ob(C);

2. (unitality) idy ◦ f = f = f ◦ idx for any f ∈ HomC(x , y) and x , y ∈ ob(C). ■

Then the discussion in previous subsections can be summarized to the following physical theorem.

Theoremph 3.2.12. Given a 2d topological order C, its particle-like (i.e., 0+1D) topological defects
and (0D) instantons form a category C:

• The set ob(C) of objects is the set of particle-like topological defects (topological excitations).

• The set HomC(x , y) of morphisms is the space of instantons from x to y .

• The composition of morphisms is given by the fusion of instantons.

• The identity morphisms are trivial instantons.

Indeed, the above discussions are independent of the dimension of the topological order C. So
this result holds for all nd topological orders where n ≥ 1. When C is a 1d topological order (either
anomaly-free or anomalous), the category C is the topological skeleton of C. When the dimension of
C is higher than one, there are also higher-dimensional topological defects, so the category C is only a
part of the topological skeleton. For 0d topological orders it is not reasonable to talk about particle-like
topological defects, but such categorical structures still exist (see Section 4.4.1).
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Example 3.2.13. All particle-like topological defects and instantons of the toric code model form a
category, denoted by TC. By definition, 1, e, m, f are objects in TC, but there are also other objects in
TC. The detail of the category TC is discussed in Section 3.4.1. ♥

Notation 3.2.14. If x is an object of a category C, we write x ∈ C for simplicity instead of x ∈ ob(C).

Notation 3.2.15. In this work, we use the same letter in different fonts to denote a topological order
and its category of particle-like topological defects. Topological orders are labeled by \mathsf font:
C,D,E. . . , and categories are labeled by \EuScript font: C,D,E. . . . However, 0d topological orders
(for example, particle-like topological defects in another topological order) are also labeled by lower
case letters: a, b, c, x , y, z,z. . . .

3.3 Basic category theory

3.3.1 Examples of categories

Example 3.3.1. The category of sets, denoted by Set, is defined by the following data:

• An object in Set is a set.

• Given two sets X and Y , the set HomSet(X , Y ) is the set of maps from X to Y .

• The composition of morphisms is the usual composition of maps.

• The identity morphism idX on a set X is the usual identity map. ♥

Example 3.3.2. The category of groups, denoted by Grp, is defined by the following data:

• An object in Grp is a group.

• Given two groups G and H, the set HomGrp(G, H) is the set of group homomorphisms from G to
H.

• The composition of morphisms is the usual composition of maps.

• The identity morphism idG on a group G is the usual identity map. ♥

Example 3.3.3. The category of finite-dimensional vector spaces over C (the field of complex num-
bers), denoted by VecC or simply Vec, is defined by the following data:

• An object in Vec is a finite-dimensional vector space over C.

• Given two finite-dimensional vector spaces V and W , the set HomVec(V, W ) is the set of C-linear
maps from V to W .

• The composition of morphisms is the usual composition of maps.

• The identity morphism idV on a finite-dimensional vector space V is the usual identity map.

Similarly, all (not necessarily finite-dimensional) vector spaces over C and linear maps also form a
category. ♥

Example 3.3.4. Let G be a group. The category of finite-dimensional G-representations (over C),
denoted by Rep(G), is defined by the following data:

• An object in Rep(G) is a finite-dimensional G-representation (over C), i.e., a finite-dimensional
vector space V equipped with a group homomorphism G → GL(V ). Here GL(V ) denotes the
group of linear automorphisms of V (i.e., invertible linear maps from V to itself).

• Given two finite-dimensional G-representations (V,ρ) and (W,σ), a morphism f : (V,ρ)→ (W,σ)
is a C-linear map f : V →W satisfying f ◦ρ(g) = σ(g) ◦ f for all g ∈ G.
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• The composition of morphisms is the usual composition of maps.

• The identity morphism id(V,ρ) on a finite-dimensional G-representation V is the usual identity
map. ♥

Example 3.3.5. Let G be a group. The category of locally finite-dimensional G-graded vector spaces
(over C), denoted by VecG , is defined by the following data:

• An object in VecG is a locally finite-dimensional G-graded vector space (over C), i.e., a collection
of finite-dimensional vector spaces {Vg ∈ Vec}g∈G . The direct sum V :=

⊕

g∈G Vg is called the
total space. By abuse of notation, we also use V to denote this G-graded vector space.

• Given two locally finite-dimensional G-graded vector spaces V =
⊕

g∈G Vg and W =
⊕

g∈G Wg ,
a morphism from V to W is a collection of C-linear maps { fg : Vg → Wg}g∈G . Note that f :=
⊕

g∈G fg : V →W is a linear map between two total spaces.

• The composition of morphisms is given by the usual composition of maps in each degree g ∈ G.

• The identity morphism idV on a locally finite-dimensional G-graded vector space V =
⊕

g∈G Vg is
given by the usual identity map idVg

on each degree g ∈ G. ♥

Exercise 3.3.6. Let G be a group. For every g ∈ G, we define a G-graded vector space C(g) by the total
space C equipped with the G-grading

(C(g))h :=

¨

C, h= g,

0, h ̸= g.

Find HomVecG
(C(g),C(h)) for g, h ∈ G.

Example 3.3.7. Let G be a group. There is a category BG defined by the following data:

• There is only one object in BG, i.e., ob(BG) := {∗}.

• HomBG(∗,∗) := G.

• The composition is defined by the multiplication of G:

HomBG(∗,∗)×HomBG(∗,∗) = G × G
multiplication
−−−−−−−→ G = HomBG(∗,∗).

• The identity id∗ is the unit of G (usually denoted by e ∈ G).

The category BG is called the delooping of G. ♥

3.3.2 Construct new categories from old ones

There are some method to construct new categories from old ones.

Definition 3.3.8. Let C be a category. Its opposite category, denoted by Cop, is defined by the following
data:

• ob(Cop) := ob(C).

• HomCop(x , y) := HomC(y, x) for x , y ∈ Cop.

• The composition of morphisms in Cop is induced by that of C:

HomCop(y, z)×HomCop(x , y) = HomC(z, y)×HomC(y, x)

≃ HomC(y, x)×HomC(z, y)
◦ of C
−−−→ HomC(z, x) = HomCop(x , z).

• The identity morphisms in Cop are the same as those in C. ■
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Intuitively, the opposite category Cop is obtained by reversing the morphisms in C.

Definition 3.3.9. Let C,D be categories. Their Cartesian product, denoted by C×D, is defined by the
following data:

• ob(C×D) := ob(C)× ob(D).

• HomC×D((x , y), (x ′, y ′)) := HomC(x , x ′)×HomD(y, y ′) for x , x ′ ∈ C and y, y ′ ∈D.

• The composition of morphisms in C×D is induced by those of C and D:

HomC×D((x
′, y ′), (x ′′, y ′′))×HomC×D((x , y), (x ′, y ′))
= HomC(x

′, x ′′)×HomD(y
′, y ′′)×HomC(x , x ′)×HomD(y, y ′)

≃ HomC(x
′, x ′′)×HomC(x , x ′)×HomD(y

′, y ′′)×HomD(y, y ′)
(◦ of C)×(◦ of D)
−−−−−−−−−−→ HomC(x , x ′′)×HomD(y, y ′′) = HomC×D((x , y), (x ′′, y ′′)).

• id(x ,y) := (idx , idy) for x ∈ C, y ∈D. ■

Definition 3.3.10. Let C be a category. Suppose D is a collection of the following data:

• a subset ob(D) ⊆ ob(C);

• a subset HomD(x , y) ⊆ HomC(x , y) for every x , y ∈ ob(D) ⊆ ob(C);

such that D is a category with the composition and identity morphisms induced from C (i.e., the hom
sets in D is closed under composition and idx ∈ HomD(x , x) for each x ∈ D). Then D is called a
subcategory of C. We say the subcategory D ⊆ C is full if HomD(x , y) = HomC(x , y) for all x , y ∈D.■

3.3.3 Morphisms in a category

The equations of morphisms in a category can be represented by commutative diagrams. Here we do not
give the definition of a commutative diagram, but intuitively explain this notion by some examples. If
there are three morphisms f : x → y , g : y → z and h: x → z, then the equation g ◦ f = h is equivalent
to say that the following diagram is commutative:

x
f //

h ��

y

g

��
z

Also, the following commutative diagram

x
f //

h

��

y

g

��
z k // w

is equivalent to say that g ◦ f = k ◦ h.

Definition 3.3.11. Let C be a category and x , y ∈ C. A morphism f : x → y is called an isomorphism
if there exists a morphism g : y → x such that g ◦ f = idx and f ◦ g = idy . The morphism g, if exists,
is called the inverse of f and denoted by f −1. Two objects x , y are said to be isomorphic if there exists
an isomorphism between them and we denote x ≃ y . ■

Exercise 3.3.12. Prove that the inverse of an isomorphism is unique.

Example 3.3.13. In the category Set of sets, an isomorphism is a bijective map. ♥
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Definition 3.3.14. Let C be a category and x ∈ C. A morphism e : x → x is called an idempotent if it
satisfies e = e2 := e ◦ e. ■

Example 3.3.15. Let C be a category and x , y ∈ C. Suppose there are morphisms r : x → y and s : y →
x such that r ◦s = idy . Then s◦ r : x → x is an idempotent because (s◦ r)◦(s◦ r) = s◦(r ◦s)◦ r = s◦ r.♥

Definition 3.3.16. Let C be a category and x ∈ C. We say that an idempotent e : x → x splits if there
exists an object y ∈ C equipped with two morphisms r : x → y, s : y → x such that r ◦ s = idy and
s ◦ r = e. The triple (y, r, s) (or simply the object y) is called an image of the idempotent e. A category
C is idempotent complete if every idempotent in C splits. ■

Remark 3.3.17. An image of an idempotent, if exists, is unique up to a unique isomorphism. More
precisely, suppose (y, r, s) and (y ′, r ′, s′) are both images of an idempotent e : x → x . Then there exists
a unique isomorphism f : y → y ′ such that the following diagram commutes:

x r //

r ′ ��

y

f
��

s

��
y ′ s′ // x

i.e., f ◦ r = r ′ and s′ ◦ f = s. Indeed, the morphism f is equal to r ′ ◦ s. Thus we can talk about the
image of an idempotent. ♦

Example 3.3.18. All categories in Section 3.3.1 are idempotent complete. ♥

3.3.4 C-linear categories and direct sums

The categories Vec, Rep(G) and VecG have more structures than an ordinary category. Recall for every
vector spaces V and W , the hom space HomVec(V, W ) is naturally a vector space:

• The addition is defined by ( f + g)(v) := f (v) + g(v) for f , g ∈ HomVec(V, W ).

• The scalar product is defined by (λ · f )(v) := λ · f (v) for λ ∈ C and f ∈ HomVec(V, W ).

Moreover, the composition map HomVec(V, W )×HomVec(U , V )→ HomVec(U , W ) is C-bilinear.

Definition 3.3.19. A C-linear category is a category in which each hom set is equipped with a structure
of a finite-dimensional vector space over C, such that the composition of morphisms is C-bilinear. ■

Example 3.3.20. The category Vec is naturally a C-linear category. For any group G, both Rep(G) and
VecG are C-linear categories. ♥

Exercise 3.3.21. Let C be a C-linear category and x , y ∈ C. Since the hom space HomC(x , y) is a
vector space, there is a zero vector in it, denoted by 0: x → y . This distinguished morphism is called
the zero morphism.

(1) For any object z ∈ C and morphisms f : y → z, g : z→ x , prove that f ◦ 0 = 0 = 0 ◦ g. Note that
these 0’s are different morphisms in different hom spaces.

(2) Prove that the following four conditions are equivalent for an object a ∈ C:

(a) HomC(a, b) = 0 for all b ∈ C.

(b) HomC(b, a) = 0 for all b ∈ C.

(c) HomC(a, a) = 0.

(d) ida = 0.

An object satisfying one (hence all) of the above conditions is called a zero object.

(3) Prove that any two zero objects are isomorphic via a unique isomorphism. Thus we can talk about
the zero object, which is denoted by 0.
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(4) Find the zero object in Vec, Rep(G) and VecG where G is a group.

Given a topological order C, it is expected that the category C of particle-like topological defects
is C-linear, because the instantons (morphisms) are microscopically realized by linear operators. By
Remark 3.2.7, it is expected we can talk about direct sums in C.

What is the direct sum in a C-linear category? Recall that the direct sum of two vector spaces V and
W is

V ⊕W := {(v, w) | v ∈ V, w ∈W}

(which is just the Cartesian product V ×W as a set) equipped with component-wise addition and scalar
product. There are some obvious embedding and projection maps

ιV : V → V ⊕W, πV : V ⊕W → V, ιW : W → V ⊕W, πW : V ⊕W →W,

and these linear maps satisfy the following equations:

πV ◦ ιV = idV , πW ◦ ιW = idW , πV ◦ ιW = 0, πW ◦ ιV = 0, ιV ◦πV + ιW ◦πW = idV⊕W .

These maps and equations fully characterize the direct sum. Indeed, if there is a vector space X equipped
with such linear maps satisfying the above equations, one can prove that X is canonically isomorphic
to V ⊕W .

Definition 3.3.22. Let C be a C-linear category and x1, . . . , xn ∈ C. A direct sum of x1, . . . , xn is an
object x ∈ C equipped with morphisms ιi : x i → x and πi : x → x i for every 1 ≤ i ≤ n, such that the
following (n2 + 1) equations hold:

πi ◦ ι j = δi j · idx j
(for all 1≤ i, j ≤ n),

n
∑

j=1

ι j ◦π j = idx .
■

Exercise 3.3.23. Let C be a C-linear category such that the zero object exists. Prove that x ⊕ 0 ≃ x ≃
0⊕ x for every x ∈ C, i.e., x is the direct sum of x and 0.

Exercise 3.3.24. Let C be a C-linear category and x1, . . . , xn ∈ C. Suppose (x , {ιi}, {πi}) is a direct sum
of x1, . . . , xn.

(1) Prove that x satisfies the following universal property of a product: for any object y ∈ C and
morphisms { fi : y → x i}ni=1, there exists a unique morphisms f : y → x such that πi ◦ f = fi for
every 1≤ i ≤ n. Hint: πi ◦ f = fi implies that ιi ◦πi ◦ f = ιi ◦ fi .

(2) Prove that x satisfies the following universal property of a coproduct: for any object z ∈ C and
morphisms {gi : x i → z}ni=1, there exists a unique morphisms g : x → z such that g ◦ ιi = gi for
every 1≤ i ≤ n.

(3) Use the above universal properties to conclude that a morphism f : x1⊕· · ·⊕xn→ y1⊕· · ·⊕ ym can
be equivalently represented as an m-by-n matrix of morphisms ( f ji : x i → y j). Find the precise
relation between the morphism f and the matrix ( f ji).

Remark 3.3.25. A direct sum of some objects does not necessarily exist. But if it exists, it is unique
up to a unique isomorphism. More precisely, suppose (x , {ιi}, {πi}) and (x ′, {ι′i}, {π

′
i}) are both direct

sums of x1, . . . , xn. Then there exists a unique isomorphism f : x → x ′ such that the following diagrams
commute for all 1≤ i ≤ n:

x i
ι′i

��

ιi

��

x
f

//

πi

��

x ′

π′i��
x

f // x ′ x i

i.e., f ◦ ιi = ι′i and π′i ◦ f = πi . Thus we can talk about the direct sum of objects. ♦
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Example 3.3.26. The direct sum of n objects is defined for every non-negative integer n ∈ N. When
n = 0, the direct sum of no object is an object x equipped with no morphism, but satisfies a nontrivial
equation (note that the sum of no morphism is 0)

0= idx .

By Exercise 3.3.21, such an object x , i.e., the direct sum of no object, is the zero object. ♥

Example 3.3.27. Let C be a C-linear category and e : x → x be an idempotent. Note that e′ := (idx −e)
is also an idempotent and e′ ◦ e = 0= e ◦ e′. Suppose (y, r, s) and (y ′, r ′, s′) are the images of e and e′,
respectively. Then we have

r ′ ◦ s = r ′ ◦ s′ ◦ r ′ ◦ s ◦ r ◦ s = r ′ ◦ e′ ◦ e ◦ s = 0.

Similarly, r ◦ s′ = 0. Hence (x , s, s′, r, r ′) is the direct sum of y and y ′. ♥

Definition 3.3.28. Let C,D be C-linear categories. Their direct sum, denoted by C⊕D, is the C-linear
category defined by the following data:

• The underlying category of C⊕D is the Cartesian product C×D.

• The C-linear structure on a hom space HomC⊕D((x , y), (x ′, y ′)) is given by the direct sum of
vector spaces HomC(x , x ′)⊕HomD(y, y ′). ■

Exercise 3.3.29. Let C,D be C-linear categories. Suppose x ∈ C is the direct sum of x1, . . . , xn ∈
C and y ∈ D is the direct sum of y1, . . . , yn ∈ D. Prove that (x , y) ∈ C ⊕ D is the direct sum of
(x1, y1), . . . , (xn, yn).

3.3.5 Functors and natural transformations

A structure-preserving map between categories is called a functor.

Definition 3.3.30. Let C,D be categories. A functor F from C to D, denoted by F : C→D, consists of
the following data:

• a map F : ob(C)→ ob(D);

• a map Fx ,y : HomC(x , y)→ HomD(F(x), F(y)) for each pair of objects x , y ∈ C (for simplicity,
we also denote Fx ,y( f ) by F( f ) for a morphism f : x → y);

and these data satisfy the following conditions:

1. F(g) ◦ F( f ) = F(g ◦ f ) for any f ∈ HomC(x , y), g ∈ HomC(y, z);

2. F(idx) = idF(x). ■

Example 3.3.31. Let C be a category. The identity functor on C is the functor idC : C→ C defined by
idC( f : x → y) := ( f : x → y). ♥

Example 3.3.32. Let C,D,E be categories. The composition of two functors F : C→D and G : D→ E

is the functor G ◦ F : C→ E defined by

(G ◦ F)( f : x → y) := (G(F( f )): G(F(x))→ G(F(y))). ♥

Exercise 3.3.33. Prove that all categories and functors also form a category, denoted by Cat.

Exercise 3.3.34. Prove that every functor preserves isomorphisms. More explicitly, let F : C→D be a
functor and f : x → y be an isomorphism in C. Then F( f ): F(x)→ F(y) is an isomorphism in D.

Example 3.3.35. Suppose C is a category and D is a subcategory of C. Then the inclusion maps of
object set and hom sets define a functor D→ C. ♥
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Example 3.3.36. Let G be a group. A functor F : BG → Vec from the delooping of G (see Example
3.3.7) to Vec is equivalent to a finite-dimensional G-representation. ♥

Example 3.3.37. Let G, H be groups. Given a group homomorphism f : G → H, there is a functor
B f : BG → BH defined by B f (∗) := ∗ and B f (g) := f (g) for g ∈ G = HomBG(∗,∗). Conversely, every
functor BG → BH is equal to B f for some group homomorphism f : G → H. It is not hard to see that
the delooping construction defines a functor B: Grp→ Cat. ♥

Definition 3.3.38. Let C,D be C-linear categories. A C-linear functor F : C→D is a functor F : C→D

such that Fx ,y : HomC(x , y)→ HomD(F(x), F(y)) is a C-linear map for every x , y ∈ C. ■

Example 3.3.39. Let G be a finite group. There is a C-linear functor Rep(G)→ Vec defined by (V,ρ) 7→
V . It is called the forgetful functor because it ‘forgets’ the G-action. Similarly, there is a C-linear forgetful
functor VecG → Vec defined by {Vg}g∈G 7→ V =

⊕

g∈G Vg . ♥

A structure-preserving map between functors is called a natural transformation.

Definition 3.3.40. Let C,D be categories and F, G : C→ D be functors from C to D. A natural trans-
formation α: F ⇒ G from F to G is a family of morphisms {αx : F(x)→ G(x)}x∈C in D, such that the
following diagram commutes for any morphism f : x → y in C:

F(x)
αx //

F( f )
��

G(x)

G( f )
��

F(y)
αy // G(y)

A natural transformation α is called a natural isomorphism if every morphism αx is an isomorphism. ■

Example 3.3.41. Let C,D be categories. The identity natural transformation on a functor F : C→D is
the natural transformation idF : F ⇒ F defined by (idF )x := idF(x) for all x ∈ C. ♥

Example 3.3.42. Let C,D be categories and F, G, H : C→ D be functors. The composition, or vertical
composition, of two natural transformations α: F ⇒ G and β : G ⇒ H is the natural transformation
β ·α: F ⇒ H defined by (β ·α)x := βx ◦αx for all x ∈ C. ♥

Exercise 3.3.43. Let C,D be C-linear categories. Prove that all C-linear functors from C to D and
natural transformations between them form a C-linear category, denoted by Fun(C,D).

Example 3.3.44. Let G be a finite group and F : Rep(G) → Vec be the forgetful functor defined in
Example 3.3.39. For any g ∈ G there is a natural isomorphism αg : F ⇒ F defined by

α
g
(V,ρ)

:= ρ(g): V → V, (V,ρ) ∈ Rep(G).

Moreover, we have αg ·αh = αgh for g, h ∈ G. ♥

Exercise 3.3.45. Let C,D be categories and F, G : C→D be functors. Prove that a natural transforma-
tion α: F ⇒ G is a natural isomorphism if and only if there exists a natural transformation β : G ⇒ F
such that β ·α= idF and α · β = idG .

Exercise 3.3.46. Let C,D be C-linear categories. Suppose x1, . . . , xn ∈ C and (x , {ιi}, {πi}) is a direct
sum of x1, . . . , xn.

(1) Let F : C→D be a C-linear functor. Prove that (F(x), {F(ιi)}, {F(πi)}) is a direct sum of F(x1), . . . , F(xn).
In other words, F preserves direct sums.

(2) Let F, G : C→D be C-linear functors and α: F ⇒ G be a natural transformations. Prove that αx
and {αx i

}ni=1 can determine each other. Hint: use Exercise 3.3.24 (3).
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3.3.6 Equivalence of categories

Definition 3.3.47. Let C,D be categories. A functor F : C→ D is called an equivalence if there exists
a functor G : D → C such that G ◦ F is naturally isomorphic to idC and F ◦ G is naturally isomorphic
to idD. In this case G is called the quasi-inverse of F . We say C and D are equivalent if there exists an
equivalence between them. ■

Equivalent categories can be viewed as having the same structure of a category. There is a useful
theorem to prove whether a functor is an equivalence.

Definition 3.3.48. Let C,D be categories and F : C→D be a functor. We say F is faithful if every map
Fx ,y : HomC(x , y) → HomD(F(x), F(y)) is injective, and full if every map Fx ,y is surjective. A fully
faithful functor is a functor that is both full and faithful. ■

Example 3.3.49. Let C be a category and D be a subcategory of C. Then the inclusion functor D→ C

is always faithful. It is full if and only if D is a full subcategory. ♥

Example 3.3.50. Let G be a finite group. The forgetful functors Rep(G)→ Vec and VecG → Vec (see
Example 3.3.39) are faithful. They are full if and only if G is the trivial group. ♥

Example 3.3.51. The delooping functor B: Grp→ Cat defined in Example 3.3.37 is fully faithful. ♥

Theorem 3.3.52. A functor F : C→ D between two categories C,D is an equivalence if and only if it
satisfies the following conditions:

1. (fully faithful) For any x , y ∈ C, the map Fx ,y : HomC(x , y)→ HomD(F(x), F(y)) is a bijection
(i.e., F is fully faithful).

2. (essentially surjective) For any z ∈D, there exists an object x ∈ C such that F(x)≃ z.

We do not give a proof here, but briefly explain why a functor F satisfying these two conditions
is an equivalence. Intuitively, an equivalence should be an identification of two categories, i.e., an
identification on both morphisms and (isomorphism classes of) objects. The first condition that F is
fully faithful means that F is an identification on morphisms. The second condition that F is essentially
surjective means that F induces a surjective map from the set of isomorphism classes of objects of C to
that of D. This map is also injective by the first condition. Indeed, suppose x , y ∈ C and g : F(x) →
F(y) is an isomorphism. Since F is fully faithful, there exists a unique morphism f : x → y such that
F( f ) = g. Consider the inverse of g, it is not hard to see that f is also an isomorphism. Thus x is
isomorphic to y .

3.3.7 Appendix: local operator algebras

Definition 3.3.53. An algebra (over C) is a vector space A equipped with a C-bilinear map (called the
multiplication)

A× A→ A

(a, b) 7→ a · b

and a distinguished vector 1 ∈ A (called the identity) such that (a · b) · c = a · (b · c) and 1 · a = a = a ·1
for every a, b, c ∈ A. ■

Example 3.3.54. The field C is an algebra with the usual multiplication of complex numbers. ♥

Example 3.3.55. Let G be a group. The group algebra C[G] of G is defined as follows. Its underlying
vector space is freely generated by G, or equivalently, spanned by a family of symbols {vg}g∈G . The
multiplication is defined by vg · vh := vgh for g, h ∈ G. The identity is ve where e ∈ G is the unit. ♥

Example 3.3.56. Let V be a finite-dimensional vector space. Then End(V ) := HomVec(V, V ) is an al-
gebra with the multiplication given by the composition of linear maps and the identity given by the
identity map. More generally, for any C-linear category C and an object x ∈ C, the space HomC(x , x)
is an algebra. ♥
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Exercise 3.3.57. Prove that the notion of a finite-dimensional algebra is equivalent to a C-linear cate-
gory with only one object. What is the precise meaning of ‘equivalent’ here?

Definition 3.3.58. Let A be an algebra. A left module over A or a left A-module is a vector space M
equipped with a bilinear map (called the left A-action)

A×M → M

(a, m) 7→ a ·m

such that (a · b) ·m= a · (b ·m) and 1 ·m= m for every a, b ∈ A and m ∈ M . ■

Example 3.3.59. An algebra A is a left module over itself. ♥

Example 3.3.60. Let G be a group. Suppose M is a left module over the group algebra C[G]. The left
C[G] action is determined by vg ·m=: ρ(g)(m) for all g ∈ G and m ∈ M . Then we have

ρ(gh)(m) = ρ(g)(ρ(h)(m)) = (ρ(g) ◦ρ(h))(m), ρ(e)(m) = m

for all g, h ∈ G and m ∈ M . In other words, ρ : G→ GL(M) is a group homomorphism. Thus the notion
of a left C[G]-module is equivalent to a G-representation. ♥

Example 3.3.61. Let V be a finite-dimensional vector space. Then V is a left module over End(V ). If
W is also a finite-dimensional vector space, then HomVec(W, V ) is a left module over End(V ) with the
left End(V )-action given by the composition of linear maps. More generally, for any C-linear category
C and objects x , y ∈ C, the space HomC(y, x) is a left HomC(x , x)-module. ♥

Remark 3.3.62. Let A be a finite-dimensional algebra. A homomorphism or an A-module map between
two left A-modules M , N is a linear map f : M → N satisfying f (a · m) = a · f (m) for all a ∈ A and
m ∈ M . All finite-dimensional left A-modules and homomorphisms between them form a C-linear
category, denoted by LModA(Vec). ♦

Now we consider a lattice model that realizes a 2d topological order C. The local operators gener-
ates an algebra denoted by Aloc. By Definition 3.2.1, the local operator algebra acts on a topological
excitation invariantly. In other words, a topological excitation is a left module over the local operator
algebra Aloc. Thus Definition 3.2.1 can be equivalently reformulated as follows.

Definition 3.3.63. A topological excitation is a module over the local operator algebra. ■

Remark 3.3.64. An operator between topological excitations commuting with all local operators (i.e.,
an instanton) is a homomorphism of modules. Thus the category C of particle-like topological excita-
tions of C is equivalent to the category LModAloc

(Vec). ♦

In the following we directly give the local operator algebra [Kit03] of the toric code model and
show its modules coincide with topological excitations 1, e, m, f . However, we do not know a general
principle to derive the local operator algebra from the Hamiltonian.

By a site in the toric code model we mean a pair (v, p) of adjacent vertex and plaquette (see Figure
14). This is a minimal choice of a local region in the toric code model (see Remark 3.2.9). For a given
site ξ = (v, p), the local operator algebra Aξ is generated by two operators Av and Bp, subject to the
following relations:

A2
v = B2

p = 1, AvBp = BpAv .

Clearly Av generates a subalgebra which is isomorphic to C2 = C ⊕ C and so does Bp. Since Av
commutes with Bp, the algebra Aξ is isomorphic to tensor product of these two subalgebras, that is
C2 ⊗C2 ≃ C4. It is a semisimple algebra with 4 different simple modules (irreducible representations)
up to isomorphism, which correspond to its 4 primitive central idempotents:

P±± :=
1± Av

2

1± Bp

2
.

These idempotents are projectors to the common eigenspaces of Av and Bp and two ± signs are eigen-
values of Av and Bp respectively. Then the module corresponding to P−+ is an e particle at v, the one
corresponding to P+− is an m particle at p, the one corresponding to P−− is an f particle at ξ, and the
remaining one corresponding to P++ is the trivial topological excitation 1.
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v

Figure 14: a site ξ= (v, p)

Remark 3.3.65. A general module over Aξ may not be simple and isomorphic to a direct sum of simple
modules. These non-simple modules are also topological excitations. So 1, e, m, f are only simple
topological excitations. We discuss the direct sum of topological excitations in Section 3.4.1. ♦

In Figure 9, we say that the operator σ1
z is local, but why does it not appear in the local operator

algebra Aξ? This is because a minimal local region (i.e., a site ξ) does not contain the edge 1. If we
choose a larger local region R, for example that in Figure 10, the local operator algebra AR should
be generated by all Av , Bp,σz ,σx operators contained in R. For different regions, the local operator
algebras may not be isomorphic, but one can prove that their modules are the same: there are always
4 different simple modules denoted by 1, e, m, f labeled by the eigenvalues of the product of all Av
operators and the product of all Bp operators. We do not show details here.

Remark 3.3.66. A C-linear category is called a finite category if it is equivalent to LModA(Vec) for some
finite-dimensional C-algebra A. If LModA(Vec) is equivalent to LModB(Vec) for two finite-dimensional
C-algebras A and B, we say that A and B are Morita equivalent.

So the above discussion can be reformulated as follows. The local operator algebras of the toric
code model depend on the length scale, but the local operator algebras in different length scales are
Morita equivalent (i.e., the categories of modules over different local operator algebras are equivalent).
Hence the category C of particle-like topological defects is a finite category and is an observable in the
long wave length limit. ♦

Remark 3.3.67. In a general lattice model, the local operator algebras in different length scales may
not be Morita equivalent. The toric code model is at a fixed point of the renormalization flow, and this
is why we see the same topological excitations in all length scales. For an arbitrary lattice model, its
local operator algebra and the modules should also flow under the renormalization flow. ♦

3.4 More structures and properties

We have known that particle-like topological defects in a topological order C form a category C. When
C is a 2d topological order, C is not only a category, but also equipped with more structures and has
some nice properties.

In this subsection, we use C to denote a 2d topological order. The category of particle-like topolog-
ical defects of C is denoted by C.

3.4.1 Semisimplicity

As we have mentioned in Remark 3.2.7, it is reasonable to talk about the direct sum of topological
excitations. First we consider an example in the toric code model. Given a plaquette p0, we add a local
trap Bp0

to the Hamiltonian of the toric code model. So the new Hamiltonian is

H + Bp0
=
∑

v

(1− Av) +
∑

p ̸=p0

(1− Bp) + 1.

Intuitively, this defect can be viewed as removing the plaquette p0 in the lattice model. A simple
calculation shows that the new ground state subspace is two-fold degenerate, and two ground states
can be labeled by the eigenvalues Bp0

= ±1. The state with Bp0
= +1 is just the original ground state

which generates the topological excitation 1, and the state with Bp0
= −1 generates an m particle. In

other words, the topological excitation given by the local trap Bp0
, as a subspace of the total Hilbert

space, is the direct sum 1⊕m of 1 and m.
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Exercise 3.4.1. Consider the nd lattice model (n ≥ 1) with the local Hilbert space C2 and the Hamil-
tonian

H =
∑

i

(1−σi
z).

The space dimension n is not important in this exercise.

(1) Prove that the ground state of H is a product state. Thus H realizes an nd trivial topological order
(see Example 2.1.2). The trivial topological excitation (i.e., the topological excitation generated
by the ground state), is denoted by 1.

(2) Fix a site j and add a local trap 2σ j
z to the Hamiltonian H. Find the ground state of H ′ = H+2σ j

z .
Show that the (particle-like) topological excitation realized by the local trap 2σ j

z is 1. Hint: σ j
x

is a local operator.

(3) Fix a site j and add a local trap σ j
z to the Hamiltonian H. Find the ground state subspace of

H ′ = H +σ j
z . Show that the (particle-like) topological excitation realized by the local trap σ j

z is
1⊕ 1.

(4) Fix two sites j, j′. Show that the local trap (σ j
z +σ

j′
z ±σ

j
zσ

j′
z ) realizes the topological excitation

1⊕ 1.

(5) For each positive integer k, find a local trap that realizes the topological excitation 1⊕k (this
notation means the direct sum of k copies of 1). Hint: consider the term −

∏k
α=1(1±σ

jα
z ).

Exercise 3.4.2. Consider local traps in the toric code model.

(1) Fix a vertex v0 and a plaquette p0. Show that the local trap Av0
realizes the topological excitation

1 ⊕ e, and the local trap (Av0
+ Bp0

) realizes the topological excitation 1 ⊕ e ⊕ m ⊕ f , and the
local trap (Av0

+ Bp0
+ Av0

Bp0
) realizes the topological excitation e ⊕m. What is the topological

excitation realized by (Av0
+ Bp0

− Av0
Bp0
)?

(2) For any non-negative integers k0, k1, k2, k3, find a local trap that realizes 1⊕k0⊕e⊕k1⊕m⊕k2⊕ f ⊕k3 .
Hint: It can be achieved in two steps. (1) find a local trap for A := (1⊕ e)⊗m⊗ (1⊕m)⊗n; (2) Add
projectors P := −

∏m
i=1(1± Avi

)
∏n

j=1(1± Bp j
) to the trap to select the direct summands of A.

Remark 3.4.3. The first purpose of above exercises is to justify that generic objects in a modular tensor
category, i.e. the direct sums of simple ones (sometimes called composite anyons), are not just mathe-
matical convenience but physical realities. Composite anyons play crucial roles in the theory of anyon
condensations [Kon14a]. Our second purpose is to draw attention from those quantum computing ori-
ented readers to the possibility that these composite anyons might provide more computational power
than using only the simple anyons. We also want to point out that the local traps that realize the same
topological excitation are never unique (see for example [KK12] for different realizations of e⊕m). It
is an important question to find experimentally convenient local traps. ♦

Remark 3.4.4. One can see that a local trap at a given site i can also be viewed as defining a ‘0d
boundary condition’ of the 2d model at the site i. Therefore, the category C of particle-like topological
defects can also be viewed as that of ‘0d boundary conditions’ at a given site i, which is denoted by Ci .
This point of view is sometimes very useful. We can specify a given ‘0d boundary condition’ x at the
site i by a pair (Ci , x). ♦

The direct sum usually implies instability. In the above example, we can perturb the local trap Bp0

by replacing it with (1+ ϵ)Bp0
. When ϵ = 0, the trapped topological excitation is 1⊕m as discussed

above. When ϵ < 0, the new ground state is the same as the original ground state. When ϵ > 0, the
new ground state is given by Bp0

= −1 and thus gives the topological excitation m. Therefore, the
topological defect 1 ⊕ m is unstable, and by applying a perturbation it collapses to 1 or m. Such an
unstable topological defect is also called a composite topological defect (or a composite anyon), while
a stable topological defect is called a simple topological defect (or a simple anyon). Each composite
topological defect is a direct sum of simple topological defects. We say an nd topological order (where
n≥ 1) is stable if its ground state degeneracy on an open disk is 1, or equivalently, the trivial topological
defect 1 is stable.

We summarize the above discussions to the following definition.
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Definition 3.4.5. Let C be a C-linear category. An object x ∈ C is called simple if HomC(x , x) ≃ C.
Two objects x , y ∈ C are called disjoint if HomC(x , y) = 0 = HomC(y, x). We say C is semisimple if it
satisfies the following conditions:

1. The direct sum of finitely many objects in C exists.

2. There exists a collection of mutually disjoint simple objects {x i}i∈I such that every object in C is
a finite direct sum of objects in {x i}i∈I .

If the index set I is a finite set, then we say C is a finite semisimple category. ■

Remark 3.4.6. There are many different definitions of simple objects and semisimple categories (for
example, see [Bai17, Pen21] and references therein). ♦

The category C of particle-like topological defects of a 2d topological order C (where n ≥ 1) is a
finite semisimple category. The simple objects in C are simple topological defects in C. The topological
order C is stable if and only if the trivial topological defect 1 ∈ C is simple.

Remark 3.4.7. Our analysis of particle-like topological defects works for any nd topological orders. In
other words, the category of particle-like topological defects of an nd topological order is also a finite
semisimple category. ♦

Remark 3.4.8. Let C be a C-linear category. A nonzero object x ∈ C is called indecomposable if any
decomposition x = x1⊕x2 is trivial, i.e., either x1 = 0 or x2 = 0. A simple object is indecomposable, but
the converse is not true in general. When C is a semisimple category, an object x ∈ C is indecomposable
if and only if it is simple. ♦

Remark 3.4.9. Let C be a semisimple category. Suppose {x i}i∈I is a collection of mutually disjoint
simple objects such that every object in C is a direct sum of objects in {x i}i∈I . By Exercise 3.3.24 (3),
every morphism in C can be written as a block-diagonal matrix with coefficients in C. More precisely,
we have

HomC

�
⊕

i∈I

x⊕ni
i ,
⊕

j∈I

x
⊕m j

j

�

≃
⊕

i∈I

Mmi×ni
(C),

where Mm×n(C) denotes the space of m-by-n matrices with coefficients in C. Then we immediately
see that every simple object in C is isomorphic to exactly one object in {x i}i∈I . In other words, each
isomorphism classes of simple objects in C contains exactly one object in {x i}i∈I . Thus C is finite
semisimple if and only if there are finitely many simple objects in C (up to isomorphism). We denote
the set of isomorphism classes of simple objects in C by Irr(C). ♦

Example 3.4.10. Let C,D be semisimple categories. Then their direct sum C⊕D is also semisimple.
The simple objects in C⊕D are of the form (x , 0) for x ∈ C simple or (0, y) for y ∈D simple. Moreover,
C⊕D is finite semisimple if and only if both C and D are finite semisimple. ♥

Remark 3.4.11. By Theorem 3.3.52 and Remark 3.4.9, one can prove that a finite semisimple category
C is equivalent to the direct sum Vec⊕n of n copies of Vec, where n is the number of isomorphism classes
of simple objects of C. It follows that every finite semisimple category is idempotent complete. In
practice, we can also define a finite semisimple category to be a category that is equivalent to the direct
sum of several copies of Vec. ♦

Example 3.4.12. The category TC of particle-like topological defects of the toric code model is finite
semisimple and has 4 simple objects: 1, e, m, f . The other objects are direct sums of these simple
objects. In other words, TC is equivalent to Vec⊕4. ♥

Example 3.4.13. Let G be a finite group. By Maschke’s theorem [Mas98, Mas99], Rep(G) is a finite
semisimple category. A simple object in Rep(G) is also called an irreducible G-representation. The
number of elements in Irr(Rep(G)) is equal to the number of conjugacy classes of G. However, there
is no canonical bijection between isomorphism classes of irreducible G-representations and conjugacy
classes of G. ♥

Exercise 3.4.14. Let G be a finite group. Prove that VecG is a finite semisimple category. Hint: use
Exercise 3.3.6.
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3.4.2 Monoidal structure

Roughly speaking, if two particle-like topological defects x and y are close to each other, one can view
them as a single topological defect denoted by x ⊗ y (see Figure 15).15

x ′ y ′

x y

f g
⇝

x ′ ⊗ y ′

x ⊗ y

f ⊗ g

Figure 15: the fusion of particle-like topological defects

Example 3.4.15. In the toric code model, two e particles can be annihilated to the ground state by
a string of σz operators which connects them (see Figure 9). Thus we have e ⊗ e = 1. Similarly
m⊗m = f ⊗ f = 1. By the definition of f we have e⊗m = f = m⊗ e. Thus the fusion rule of simple
topological excitations in the toric code model is the same as the multiplication of the group Z2×Z2.♥

Moreover, the instantons attached on the world lines of topological defects are also fused together.
Suppose f : x → x ′ and g : y → y ′ are two instantons. Then they fuse into an instanton from x ⊗ y to
x ′ ⊗ y ′, denoted by f ⊗ g. This defines a map

HomC(x , x ′)×HomC(y, y ′)→ HomC(x ⊗ y, x ′ ⊗ y ′)
( f , g) 7→ f ⊗ g.

It follows that the fusion of particle-like topological defects defines a functor ⊗: C×C→ C.

Exercise 3.4.16. Use physical intuitions to check the functoriality of ⊗.

If there are three topological defects x , y, z ∈ C, there are different ways to fuse them together. We
can first fuse x and y to get x ⊗ y , then fuse it with z to get (x ⊗ y)⊗ z; we can also fuse y and z first
then fuse the result with x to get x ⊗ (y ⊗ z). It is physically obvious that these two results should be
the same. However, we do not require that (x⊗ y)⊗z and x⊗(y⊗z) are equal on the nose, but require
a distinguished isomorphism between them. We denote this isomorphism by αx ,y,z : (x ⊗ y) ⊗ z →
x ⊗ (y ⊗ z), called the associator. As an instanton, the associator αx ,y,z is depicted in Figure 16.

x y z

x y z

Figure 16: the associator αx ,y,z : (x ⊗ y)⊗ z→ x ⊗ (y ⊗ z)

The family α= {αx ,y,z}x ,y,z∈C is natural in all three variables because instantons can be freely moved
along the world lines (see Figure 17). More precisely, for any morphisms f : x → x ′, g : y → y ′ and
h: z→ z′ in C, we have

αx ′,y ′,z′ ◦ (( f ⊗ g)⊗ h) = ( f ⊗ (g ⊗ h)) ◦αx ,y,z .

15This statement is a radical simplification of the real story. For example, it is natural to ask if the precise positions of x and y
matters. We believe that this radically simplified story, already widely used in literature, might be easier to understand for new
comers in the field than the complete story. So we decide to proceed with this simplified story. However, the real story is much
richer and physically more natural. We choose to discuss this important issue in Remark 3.4.19.
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Hence, the associator is a natural isomorphism α: ⊗◦(⊗×idC)⇒⊗◦(idC×⊗), where these two functors
are both from C×C×C to C.

x ′ y ′ z′

f g h

x y z

=

x ′ y ′ z′
f g h

x y z

Figure 17: the naturality of the associator α

If there are four topological defects x , y, z, w, there are five different ways to fuse them two by
two. The associators provide many isomorphisms between them. For example, Figure 18 depicts two
different isomorphisms (instantons) from ((x ⊗ y)⊗ z)⊗w to x ⊗ (y ⊗ (z ⊗w)). These two instantons
should be equal because their world lines are homotopy:

(idx ⊗αy,z,w) ◦αx ,y⊗z,w ◦ (αx ,y,z ⊗ idw) = αx ,y,z⊗w ◦αx⊗y,z,w.

This is also called the pentagon equation because it can be interpreted as a pentagon-like commutative
diagram (3.4.1).

x wy z

x y z w

=

x y z w

x y z w

Figure 18: the pentagon equation

Remark 3.4.17. The associators and pentagon equation implies that all different ways to fuse n ≥ 4
topological defects are isomorphic, and there is a unique isomorphism between two different fusion
functors. This is called the coherence theorem [Mac63]. ♦

Moreover, fusing a topological defect x with the trivial topological defect 1 should not change it.
So there are two isomorphisms λx : 1⊗ x → x and ρx : x ⊗1→ x , called the left and right unitor. Also
they are natural in x and satisfy some coherence conditions.

We summarize the above data and properties to the following formal structure [Bén63, Mac63].

Definition 3.4.18. A monoidal category consists of the following data:

• a category C;

• a functor ⊗: C×C→ C, where ⊗(x , y) is also denoted by x ⊗ y;

• a distinguished object 1 ∈ C, called the tensor unit;

• a natural isomorphism αx ,y,z : (x ⊗ y)⊗ z→ x ⊗ (y ⊗ z), called the associator;
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• a natural isomorphism λx : 1⊗ x → x , called the left unitor;

• a natural isomorphism ρx : x ⊗ 1→ x , called the right unitor;

and these data satisfy the following conditions:

1. (pentagon equation) For any x , y, z, w ∈ C, the following diagram commutes:

((x ⊗ y)⊗ z)⊗w
αx ,y,z⊗idw

uu

αx⊗y,z,w

))
(x ⊗ (y ⊗ z))⊗w

αx ,y⊗z,w

��

(x ⊗ y)⊗ (z ⊗w)

αx ,y,z⊗w

��
x ⊗ ((y ⊗ z)⊗w)

idx ⊗αy,z,w // x ⊗ (y ⊗ (z ⊗w))

(3.4.1)

2. (triangle equation) For any x , y ∈ C, the following diagram commutes:

(x ⊗ 1)⊗ y
αx ,1,y //

ρx⊗idy &&

x ⊗ (1⊗ y)

idx ⊗λyxx
x ⊗ y

(3.4.2)

A C-linear monoidal category C is both a C-linear category and a monoidal category such that the tensor
product functor ⊗: C × C → C is C-bilinear, i.e., both x ⊗ −: C → C and − ⊗ x : C → C are C-linear
functors for each x ∈ C. ■

As a conclusion, the category C of particle-like topological defects of a 2d topological order C is a
C-linear monoidal category.

Remark 3.4.19. We have derived the data and the axioms of a monoidal category from the physical
intuitions behind the fusion product ⊗, which is a radical simplification of the real story. We briefly
outline the real and much richer story in this remark. In a lattice model realization of a 2d topological
order, suppose that two particle-like topological defects x and y are realized in the model at two dif-
ferent sites ξ,η, respectively. This physical configuration already defines a fusion product x ⊗(ξ,η) y ,
which can be viewed a subspace of the total Hilbert space. Then the lattice model realization of x and
y at different sites ξ′,η′ is a subspace of a potentially different total Hilbert space (depending on how
one realize the defects, see Remark ??). ?? In other words, there are infinitely many fusion products
parameterized by the elements in the configuration space {(ξ,η) ∈ R2 | ξ ̸= η}. An adiabatic move of
these two defects from (ξ,η) to (ξ′,η′) along a path γ in the configuration space defines an isomor-
phism between two associated subspaces of the potentially different total Hilbert spaces,?? i.e., a linear
and invertible map T γx ,y : x ⊗(ξ,η) y ⇒ x ⊗(ξ′,η′) y . Using Remark 3.4.4, ⊗(ξ,η) defines a tensor product
functor ⊗(ξ,η) : Cξ × Cη → C, then T γ := {T γx ,y}x ,y∈C : ⊗(ξ,η) ⇒ ⊗(ξ′,η′) defines a natural isomorphism.
The most important physical properties of a topological order (almost a defining property) is stated as
follows:

if two paths γ1 and γ2 are homotopy equivalent in the configuration space, then T γ1 = T γ2 . (∗)

This property holds for adiabatic moves or systems with an infinitely large gap16, and allows us to
radically reduce the number of the tensor products ⊗(ξ,η) that need to be considered. In 1d space,
all fusion products can be reduced to a single one ⊗ := ⊗(0,1). A complete and rigorous proof of the
monoidal structure on C can be derived from here. It is equivalent to the proof of the well-known

16In reality, the gap of a physical system is finite and sometimes small. Then an adiabatic move is practically impossible. In this
case, there might be physically detectable difference between Tγ1 and Tγ2 due to the finiteness of the gap. In this case, it can be
practically useful to replace the monoidal category by a monoidal A∞-category (or (∞, 1)-category [Lur09]) in order to encode
the information of higher homotopies. For gapless phases, it is not clear how to define an adiabatic move. However, in 2D rational
CFT’s, the natural isomorphisms Tγ1 can be naturally defined and the condition (∗) still make sense [HL94, Hua95, Hua08a].
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mathematical theorem that an E1-algebra in the (2,1)-category of categories is a monoidal category
[SW03, Lur17, Fre17]. In 2d space, these fusion functors can be reduced to two compatible fusion
functors, or equivalently, a single fusion functor ⊗ equipped with a braiding structure (see Remark
3.4.66). A physical work on adiabatic moves and braided monoidal structures can be found in [KL20].♦

Remark 3.4.20. In other words, the monoidal structure on the category C of particle-like topological
defects of a 2d topological order C depends on many artificial choices. For example, the monoidal
structure can be obtained by microscopic realizations of adiabatic moves [KL20], and different realiza-
tions give rise to different (but equivalent) monoidal structures. Hence a topological order does not
determine a single monoidal category C, but an equivalence class of monoidal categories. Physicists
usually say that the monoidal structure (or simply the associator) is not ‘gauge invariant’. ♦

Remark 3.4.21. For a monoidal category C, the triangle equation (3.4.2) implies that another two
triangle equations hold. More explicitly, the following two diagrams commute for any x , y ∈ C:

(1⊗ x)⊗ y
α1,x ,y //

λx⊗idy &&

1⊗ (x ⊗ y)

λx⊗yxx
x ⊗ y

(x ⊗ y)⊗ 1
αx ,y,1 //

ρx⊗y
&&

x ⊗ (y ⊗ 1)

idx ⊗ρyxx
x ⊗ y

These equations further implies that λ1 and ρ1 are the same morphism 1⊗ 1→ 1. ♦

Example 3.4.22. The tensor product V ⊗C W of two (not necessarily finite-dimensional) vector spaces
V, W is defined by the following universal property: V ⊗C W is equipped with a C-bilinear map ⊗C : V ×
W → V ⊗C W , and for any vector space X and C-bilinear map f : V ×W → X , there exists a unique
C-linear map f : V ⊗C W → X such that f ◦ ⊗C = f , i.e., the following diagram commutes:

V ×W
⊗C //

f
%%

V ⊗C W

f

��
X

This definition may be too abstract. In practice, it is enough to know the following facts:

1. For every v ∈ V and w ∈W , there is a vector v⊗C w ∈ V ⊗C W . In general, a vector in V ⊗C W is
the sum of vectors of this form.

2. Some obvious equations hold:

(v + v′)⊗C w= v ⊗C w+ v′ ⊗C w,

v ⊗C (w+w′) = v ⊗C w+ v ⊗C w′,

(λ · v)⊗C w= λ · (v ⊗C w) = v ⊗C (λ ·w).

3. Suppose {vi | 1≤ i ≤ n} is a basis of V and {w j | 1≤ j ≤ m} is a basis of W . Then {vi ⊗C w j | 1≤
i ≤ n, 1≤ j ≤ m} is a basis of V ⊗C W . In particular, we have dim(V ⊗C W ) = dim(V )dim(W ).

The tensor product of vector spaces induces a C-linear monoidal structure on Vec. Both the tensor
product functor ⊗C : Vec×Vec→ Vec, the associator and left/right unitor are induced by the universal
property. For example, the associator αU ,V,W : (U ⊗C V ) ⊗C W → U ⊗C (V ⊗C W ) is defined by (u ⊗C

v)⊗C w 7→ u⊗C (v ⊗C w). The tensor unit is C. ♥

Example 3.4.23. Let G be a finite group. For (V,ρ), (W,σ) ∈ Rep(G), their tensor product is the G-
representation defined by the vector space V ⊗C W equipped with the G-action

g 7→ ρ(g)⊗C σ(g), g ∈ G.

This tensor product induces a C-linear monoidal structure on Rep(G). The tensor unit is the trivial
G-representation, i.e., the vector space C equipped with the G-action g 7→ idC. ♥
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Example 3.4.24. Let G be a finite group. For V, W ∈ VecG , their tensor product is the G-graded vector
space defined by the total space V ⊗C W equipped with the G-grading

(V ⊗C W )g :=
⊕

h∈G

Vh ⊗C Wh−1 g , g ∈ G.

This tensor product is well-defined because the tensor product of vector spaces preserves direct sums
(see Exercise 3.3.46). In particular, we have C(g) ⊗C C(h) ≃ C(gh).

There are also different C-linear monoidal structures on VecG with the same tensor product functor.
Suppose the associator αg,h,k : (C(g) ⊗C C(h))⊗C C(k)→ C(g) ⊗C (C(h) ⊗C C(k)) is defined by

(1⊗C 1)⊗C 1 7→ω(g, h, k) · 1⊗C (1⊗C 1)

for some nonzero complex number ω(g, h, k) ∈ C× (by Exercise 3.3.6, we only need to consider these
morphisms). Then the pentagon equation (3.4.1) translates to

ω(h, k, l)ω(g, hk, l)ω(g, h, k) =ω(gh, k, l)ω(g, h, kl), ∀g, h, k, l ∈ G.

We say that ω: G × G × G→ C× is a 3-cocycle valued in the abelian group C×. The space of 3-cocycles
valued in C× is denoted by Z3(G;C×). Similarly, the triangle equation determines the left/right unitor
up to a nonzero complex number ϵ ∈ C×:

λg = ϵ ·ω(e, e, g)−1, ρg = ϵ ·ω(g, e, e).

Different choices of ϵ give equivalence monoidal categories (see Example 4.2.5 for details). So usually
we take ϵ = 1 for simplicity. By the pentagon equation we haveω(e, e, e) = 1, which shows that λe = ρe
(recall Remark 3.4.21).

As a conclusion, for each 3-cocycle ω ∈ Z3(G;C×) there is a monoidal category, denoted by VecωG ,
whose underlying category is VecG and associator is determined by ω. ♥

Example 3.4.25. Let G be a group. Suppose there is a monoidal structure on the delooping category
BG (see Example 3.3.7). The tensor product functor ⊗: BG × BG→ BG is determined by its action on
morphisms ⊗ = ⊗(∗,∗),(∗,∗) : G × G → G. The functoriality implies that the map ⊗: G × G → G satisfies
e⊗ e = e and the following equation for g, h, k, l ∈ G:

(g ⊗ h) · (k⊗ l) = (g · k)⊗ (h · l).

The naturality of the left and right unitor means that the following equations hold for every g ∈ G:

λ∗ · (e⊗ g) = g ·λ∗, ρ∗ · (g ⊗ e) = g ·ρ∗.

Since λ∗ = ρ∗ (see Remark 3.4.21), we have

g ⊗ l = (g · e)⊗ (e · l) = (g ⊗ e) · (e⊗ l) = λ−1
∗ · g · l ·λ∗,

k⊗ h= (e · k)⊗ (h · e) = (e⊗ h) · (k⊗ e) = λ−1
∗ · h · k ·λ∗.

It follows that both the map ⊗ and the multiplication · of G are commutative. The commutativity of the
multiplication · also implies that the map · is the same as ⊗. In particular, we have e ⊗ g = g = g ⊗ e
for every g ∈ G. By the pentagon equation, the associator α∗,∗,∗ must be identity. The unitors λ∗ = ρ∗
can be arbitrary because the triangle equation gives no constraint. Hence we conclude that BG is a
monoidal category if and only if G is an abelian group. ♥

Remark 3.4.26. Let C be a C-linear monoidal category. Recall that the map

⊗: HomC(x , x ′)×HomC(y, y ′)→ HomC(x ⊗ y, x ′ ⊗ y ′)

is C-bilinear. By the universal property of the tensor product of vector spaces, it induces a C-linear map

HomC(x , x ′)⊗C HomC(y, y ′)→ HomC(x ⊗ y, x ′ ⊗ y ′).
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In general, this linear map is not an isomorphism and we say there is a spatial fusion anomaly. Physically,
the presence of a spatial fusion anomaly means that the spatial fusion HomC(x , x ′)⊗C HomC(y, y ′) of
two hom spaces is not at a fixed point of the renormalization flow, and it finally flows to the fixed point
HomC(x ⊗ y, x ′ ⊗ y ′).

Microscopically, the presence of spatial fusion anomalies is due to the existence of ‘non-local’ in-
stantons in HomC(x ⊗ y, x ′ ⊗ y ′). For example, if f : x → y ′ and g : y → x ′ are two instantons, then
the instanton depicted in Figure 19 is an instanton in HomC(x ⊗ y, x ′⊗ y ′). However, it does not come
from the spatial fusion HomC(x , x ′) ⊗C HomC(y, y ′). When two sites are separated far enough, this
instanton becomes non-local. ♦

x ′ y ′

f g

x y

Figure 19: a ‘non-local’ instanton

3.4.3 Unitarity

Recall that an instanton can be realized as a linear map commuting with all local operators. Thus we
can talk about the Hermitian conjugate of an instanton.

Remark 3.4.27. We briefly review the Hermitian conjugate of a linear map between Hilbert spaces.
Let H1,H2 be two Hilbert spaces and f : H1→H2 be a linear map. The Hermitian conjugate of f is a
linear map f † : H2→H1 defined by the following equation:

〈 f (v), w〉2 = 〈v, f †(w)〉1, ∀v ∈H1, w ∈H2,

where 〈−,−〉i is the inner product of Hi for i = 1, 2. We list some important facts about the Hermitian
conjugate:

1. The map †: HomVec(H1,H2)→ HomVec(H2,H1) defined by f 7→ f † is anti-linear, i.e., ( f + g)† =
f † + g† and (λ · f )† = λ̄ · f † for any f , g ∈ HomVec(H1,H2) and λ ∈ C.

2. The map † is involutive, i.e., ( f †)† = f .

3. The identity map idH on a Hilbert space H is invariant under the Hermitian conjugate, i.e.,
id†

H = idH.

4. Suppose H1,H2,H3 are Hilbert space and f : H1 → H2, g : H2 → H3 are linear maps. Then
(g ◦ f )† = f † ◦ g†.

5. Suppose f : H1 →H2 is a linear map between two Hilbert spaces and satisfies f † ◦ f = 0. Then
f = 0. ♦

Since the Hermitian conjugate of a local operator is still a local operator, the Hermitian conjugate
of an instanton is still an instanton. Thus taking the Hermitian conjugate of an instanton defines a map

†: HomC(x , y)→ HomC(y, x)

for every x , y ∈ C. These maps form an additional structure on the category C, called a unitary structure.
Intuitively, taking the Hermitian conjugate of an instanton is like a time-reversal operation (see Figure
20).

The unitary structure on C should satisfy the usual properties of the Hermitian conjugate. We
summarize these data and properties to the following definition.
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y

x

f
7→

x

y

f †

Figure 20: the dagger structure

Definition 3.4.28. Let C be a C-linear category. A dagger structure on C is an involutive anti-linear
functor †: Cop→ C which acts on objects as identity. Equivalently, a dagger structure on C is a collection
of anti-linear maps †: HomC(x , y)→ HomC(y, x) for all x , y ∈ C, satisfying the following conditions:

1. ( f †)† = f for every morphism f in C.

2. (g ◦ f )† = f † ◦ g† for all f ∈ HomC(x , y), g ∈ HomC(y, z) and x , y, z ∈ C.

3. id†
x = idx for all x ∈ C.

Moreover, a dagger structure is called a unitary structure if it satisfies the following condition:

4. A morphism f in C satisfies f † ◦ f = 0 if and only if f = 0.

A unitary category is a C-linear category equipped with a unitary structure. ■

Remark 3.4.29. A unitary category is automatically semisimple. ♦

Remark 3.4.30. The notion of a unitary category is equivalent to the notion of a C∗-category [Müg00,
Proposition 2.1]. ♦

For any topological order C, the above discussion implies that the category C of particle-like topo-
logical defects is a unitary category. When C is a 2d topological order, the monoidal structure and the
unitary structure on C should be compatible. For example, let us consider the Hermitian conjugate of
the associator. The intuition of the time-reversal operation provides a picture of α†

x ,y,z , as depicted in
Figure 21.

x y z

x y z

7→

x y z

x y z

Figure 21: the Hermitian conjugate of the associator: αx ,y,z 7→ α†
x ,y,z

Then the physical intuition implies that the following equations hold becuase their world lines are
homotopy (see Figure 22):

α†
x ,y,z ◦αx ,y,z = id(x⊗y)⊗z , αx ,y,z ◦α†

x ,y,z = idx⊗(y⊗z) .

In other words, α†
x ,y,z is the inverse of αx ,y,z .
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x y z

x y z

=

x y z

x y z

x y z

x y z

=

x y z

x y z

Figure 22: α†
x ,y,z is the inverse of αx ,y,z

Definition 3.4.31. A morphism f in a unitary category is called unitary if it is an isomorphism and
satisfies f −1 = f †. ■

Definition 3.4.32. A dagger structure on a C-linear monoidal category C= (C,⊗,1,α,λ,ρ) is compat-
ible with the monoidal structure if

1. f † ⊗ g† = ( f ⊗ g)† for all morphisms f , g in C.

2. The morphisms αx ,y,z ,λx ,ρx are unitary for all x , y, z ∈ C.

A unitary monoidal category is a C-linear monoidal category equipped with a compatible unitary struc-
ture. ■

Remark 3.4.33. The condition that a dagger structure is compatible with the monoidal structure is
equivalent to that the functor †: Cop → C is a monoidal functor. The notion of a monoidal functor is
defined in Definition 4.2.3. ♦

As a conclusion, the category C of particle-like topological defects of a 2d topological order C is a
unitary monoidal category.

Example 3.4.34. Let Hilb be the category of finite-dimensional Hilbert spaces and linear maps. As
explained in Remark 3.4.27, Hilb is a unitary category with the unitary structure defined by the usual
Hermitian conjugate. Moreover, Hilb is a unitary monoidal category with the tensor product of two
Hilbert spaces H1,H2 defined by the underlying vector space H1 ⊗C H2 and the inner product

〈v1 ⊗C v2, w1 ⊗C w2〉 := 〈v1, w1〉1 · 〈v2, w2〉2.

The category Hilb can be viewed as a unitary version of Vec. Indeed, these two categories are equiva-
lent. ♥

Exercise 3.4.35. Let F : Hilb→ Vec be the functor that ‘forgets’ the inner products of Hilbert spaces.
Use Theorem 3.3.52 to prove that F is an equivalence.

Example 3.4.36. Let G be a finite group. A unitary G-representation is a Hilbert space H equipped
with a group homomorphism ρ : G→ U(H), where U(H) is the group of unitary operators on H. The
category of finite-dimensional unitary G-representations is denoted by Repu(G). It is a unitary monoidal
category with the unitary structure defined by the usual Hermitian conjugate. Also, the forgetful functor
Repu(G)→ Rep(G) is an equivalence. Thus Repu(G) is a unitary version of Rep(G). ♥
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Example 3.4.37. Let G be a finite group. The unitary version of VecG is the category HilbG of finite-
dimensional G-graded Hilbert spaces. Moreover, by considering functions G × G × G → U(1) we can
similarly define the group Z3(G; U(1)) of 3-cocycles valued in U(1). Then for every ω ∈ Z3(G;U(1)),
there is a unitary monoidal category HilbωG whose underlying category is HilbG and the associator is
determined by ω. ♥

3.4.4 Rigidity

Recall that a nontrivial topological excitation can not be created alone by local operators from the
ground state. Usually a non-local operator creates a pair of nontrivial topological excitations. Then
one of them can be viewed as the ‘anti-particle’ of another one.

The simplest way to create a nontrivial topological defect x is to ‘bend’ the world line, or the path
of an adiabatic move, of x (see Figure 23 (a)). Microscopically, this instanton is realized by a string
operator of x acting on the ground state, which creates a topological excitation x and another one
denoted by x∗, called the dual (or anti-particle) of x . Similarly there is an annihilation instanton
dx : x∗ ⊗ x → 1, as depicted in Figure 23 (b).

x x∗

(a) the creation instanton bx

x∗ x

(b) the annihilation instanton dx

Figure 23: the creation and annihilation instantons associated to x

Example 3.4.38. Microscopically, both the adiabatic move, the creation and the annihilation instan-
tons are realized by the same string operator. The difference is how the operator act on different states.
In the toric code model, for example, an e string operator

∏

i σ
i
z acts on an e particle as adiabatically

moving it to another site. However, the same e string operator acting on the ground state creates an e
particle on each end of the string. This gives the creation instanton associated to e. The annihilation
instanton can be obtained similarly by acting an e string operator on two e particles. It follows that
e∗ = e in the toric code model. Similarly m∗ = m and f ∗ = f . The dual of the trivial topological
excitation 1∗ = 1 is itself in any topological order C. ♥

The physical intuition as depicted in Figure 24 implies that the creation and annihilation instantons
should satisfy the following two zig-zag equations:

�

x
λ−1

x−→ 1⊗ x
bx⊗idx−−−→ (x ⊗ x∗)⊗ x

αx ,x∗ ,x
−−−→ x ⊗ (x∗ ⊗ x)

idx ⊗dx−−−−→ x ⊗ 1
ρx−→ x
�

= idx ,

�

x∗
ρ−1

x∗−−→ x∗ ⊗ 1
idx∗ ⊗bx−−−−→ x∗ ⊗ (x ⊗ x∗)

α−1
x∗ ,x ,x∗
−−−−→ (x∗ ⊗ x)⊗ x∗

dx⊗idx∗−−−−→ 1⊗ x∗
λx∗−→ x∗
�

= idx∗ .

We summarize the properties of the dual of a topological defect in the following definition.

Definition 3.4.39. Let C be a monoidal category and x ∈ C. A left dual of x is an object x L ∈ C

equipped with two morphisms bx : 1→ x ⊗ x L and dx : x L ⊗ x → 1 satisfying the following two zig-zag
equations:

(idx ⊗dx) ◦ (bx ⊗ idx) = idx , (dx ⊗ idx L ) ◦ (idx L ⊗bx) = idx L .

Here we ignore associators and unitors for simplicity. Similarly, a right dual of x is an object xR ∈ C

equipped with two morphisms b′x : 1→ xR⊗ x and d ′x : x ⊗ xR→ 1 satisfying the following two zig-zag
equations:

(d ′x ⊗ idx) ◦ (idx ⊗b′x) = idx , (idxR ⊗d ′x) ◦ (b
′
x ◦ idxR) = idxR .

An object in C is called dualizable if it admits both left and right duals. If every object in C is dualizable,
we say that C is a rigid monoidal category. ■
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x

x

=

x

x

x∗

x∗

=

x∗

x∗

Figure 24: the zig-zag equations

Remark 3.4.40. A left/right dual of an object, if exists, is unique up to a unique isomorphism. Thus
we can talk about the left/right dual of an object. It follows that there exists canonical isomorphisms
(x ⊗ y)L ≃ y L ⊗ x L and (x ⊗ y)R ≃ yR ⊗ xR for every x , y ∈ C. ♦

Example 3.4.41. Let C be a monoidal category. The tensor unit 1 is both the left and right dual of
itself. ♥

Remark 3.4.42. In a rigid monoidal category C, the left dual f L : y L → x L of a morphism f : x → y is
defined by

f L := (dy ⊗ idx L ) ◦ (idy L ⊗ f ⊗ idx L ) ◦ (idx L ⊗bx),

as depicted in Figure 25. Similarly we can define the right dual of f . The zig-zag equations imply
that taking left duals defines a functor δL : Cop → C. Note that this functor depends on many choices:
we need to explicitly choose a left dual (y L , by , dy) for every object y ∈ C. So indeed there are many
different left dual functors, but these functors are canonically isomorphic. Similarly, we can define the
right dual of a morphism and the right dual functor δR : Cop→ C. ♦

x L

f

y L

Figure 25: The left dual of a morphism f : x → y is a morphism f L : y L → x L .

Exercise 3.4.43. Let C be a C-linear rigid monoidal category. Prove that taking left duals defines a
C-linear functor δL : Cop → C. In particular, taking left duals preserves direct sums, i.e., there is a
canonical isomorphism (x1 ⊕ · · · ⊕ xn)L ≃ x L

1 ⊕ · · · ⊕ x L
n for x1, . . . , xn ∈ C.

Remark 3.4.44. The instantons can be freely moved along the world line. However, the instantons bx
and dx are not natural transformations, but satisfy the following property: for any morphism f : x → y ,
we have

( f ⊗ idx L ) ◦ bx = (idy ⊗ f L) ◦ by , dy ◦ (idy L ⊗ f ) = dx ◦ ( f L ⊗ idx).
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Also, there are two similar equations for right duals. ♦

Example 3.4.45. Let V ∈ Vec. Its left dual is given by the usual dual space V ∗ := HomVec(V,C). The an-
nihilation map dV : V ∗⊗C V → C is defined byφ⊗C v 7→ φ(v). Note that under the natural identification
V ∗⊗C V ≃ HomVec(V, V ) the annihilation map dV is taking the trace. The creation map bV : C→ V⊗C V ∗

is defined by

1 7→
n
∑

i=1

vi ⊗C v i ,

where {vi}ni=1 is a basis of V and {v i}ni=1 is the dual basis in V ∗ defined by v i(v j) = δi
j . It is straightfor-

ward to check that the creation map is independent of the choice of the basis.
Similarly, one can verify that V ∗ is also the right dual of V . Therefore, Vec is a rigid monoidal

category. It is worth noting that in the monoidal category of all vector spaces, an object is dualizable if
and only if it is finite-dimensional. ♥

Exercise 3.4.46. Let V, W ∈ Vec. For every linear map f : V → W , we can define a linear map
f ∗ : W ∗ → V ∗ by f ∗(φ) := φ ◦ f . Prove that both the left and right dual of f : V → W (see Remark
3.4.42) is f ∗ : W ∗→ V ∗.

Example 3.4.47. Let G be a finite group. Both the left and right dual of a finite-dimensional G-
representation (V,ρ) ∈ Rep(G) is defined by the dual vector space V ∗ equipped with the G-action

g 7→ ρ(g−1)∗, g ∈ G.

Here ρ(g−1)∗ denotes the dual linear map of ρ(g−1) (see Exercise 3.4.46), not the complex conjugate.
Therefore, Rep(G) is a rigid monoidal category. ♥

Example 3.4.48. Let G be a finite group and ω ∈ Z3(G;C×). Both the left and right dual of a locally
finite-dimensional G-graded vector space V ∈ VecωG is defined by the total space V ∗ equipped with the
G-grading

(V ∗)g := (Vg−1)∗, g ∈ G.

This dual space is well-defined because taking duals in Vec preserves direct sums (see Exercise 3.4.43).
Equivalently, both the left and right dual of C(g) is C(g−1) for every g ∈ G. Therefore, VecωG is a rigid
monoidal category. ♥

Exercise 3.4.49. Let G be a finite group and ω ∈ Z3(G;C×). Find the creation and annihilation mor-
phisms of C(g) for every g ∈ G. The answer is unique up to a nonzero complex number.

In the above discussion we only consider the left dual x∗ of a topological defect x . What about
the right dual? One may wish to rotate or braid the instantons in Figure 23 to get the creation and
annihilation instantons for a right dual. However, these operations do not give the correct answer, and
they can not be defined in 1d space.

Another solution which works in any dimension is to bend the world line in another direction. But
then it is not clear whether the left dual and right dual of x coincide. If not, the theory would be
complicated: a topological defect could have different anti-particles, and each one could have different
anti-anti-particles. Mathematically, we need a so-called pivotal structure or spherical structure to solve
this problem. For unitary theories, the answer is simpler.

For every topological defect x , the unitary structure provides another two instantons d†
x : 1→ x∗⊗ x

and b†
x : x ⊗ x∗→ 1, which are time-reversal of dx and bx (see Figure 26). So they are nothing but the

world line of x bending in another direction. One may immediately realize that (x∗, d†
x , b†

x) is a right
dual of x , because it satisfies the time-reversal of the definition of a left dual. Mathematically, we have

(b†
x ⊗ idx) ◦ (idx ⊗d†

x) = [(idx ⊗dx) ◦ (bx ⊗ idx)]
† = id†

x = idx ,

(idx∗ ⊗b†
x) ◦ (d

†
x ◦ idx∗) = [(dx ◦ idx∗) ◦ (idx∗ ⊗bx)]

† = id†
x∗ = idx∗ .

Therefore, x∗ is both the left and right dual of x . For simplicity, we say that x∗ is the dual of x .
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x x∗

(a) annihilation b†
x

x∗ x

(b) creation d†
x

Figure 26: the time-reversal of the creation and annihilation instantons

Remark 3.4.50. Moreover, by properly choosing the left dual (x , bx , dx) for every x ∈ C (see Section
3.4.5), the left and right dual of every morphism in C are also the same, denoted by f ∗ (see Figure 27):

f ∗ := (dy ⊗ idx∗) ◦ (idy∗ ⊗ f ⊗ idx∗) ◦ (idx∗ ⊗bx) = (idx∗ ⊗b†
y) ◦ (idx∗ ⊗ f ⊗ idy∗) ◦ (d†

x ⊗ idx∗).

Thus the left and right dual functors are equal, denoted by δ∗ : Cop→ C. Moreover, in this case taking
the dual commutes with taking the dagger, i.e., ( f ∗)† = ( f †)∗ for every morphism f . ♦

x∗

f

y∗

dy

bx

=

x∗

f

y∗d†
x

b†
y

Figure 27: The left and right dual of a morphism f : x → y are equal by properly choosing the dual.

3.4.5 Fusion categories and dimensions

We summarize the structures developed in previous subsections to the following definition.

Definition 3.4.51. A multi-fusion category is a C-linear rigid monoidal category that is also finite semisim-
ple. A fusion category is a multi-fusion category such that the tensor unit 1 is a simple object. A unitary
(multi-)fusion category is a (multi-)fusion category equipped with a compatible unitary structure. ■

Hence, the category C of particle-like topological defects of a 2d topological order C is a unitary
multi-fusion category. If C is stable, C is a unitary fusion category.

Exercise 3.4.52. Prove that Vec is a fusion category.

Exercise 3.4.53. Let G be a finite group. Prove that Rep(G) is a fusion category.

Exercise 3.4.54. Let G be a finite group. Prove that VecωG is a fusion category for everyω ∈ Z3(G;C×).

Remark 3.4.55. Let C be a multi-fusion category. Since C is semisimple, the tensor product of two
simple objects x , y ∈ C is the direct sum of simple objects. Thus we have

x ⊗ y ≃
⊕

z∈Irr(C)

N z
x y · z
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for some non-negative integers N z
x y ∈ N, where n · z denotes the direct sum of n copies of z. These

numbers {N z
x y}x ,y,z∈Irr(C) are called the fusion rules of C.

Equivalently, the isomorphism classes of simple objects of C generate a ring, where the multiplication
is given by the tensor product of C. Then its structure constants are the fusion rules of C. This ring is
called the fusion ring or Grothendieck ring of C, denoted by Gr(C).

The Grothendieck ring does not determine the multi-fusion category. As an example, the fusion ring
of VecωG for every ω ∈ Z3(G;C×) is isomorphic to the group ring Z[G]. ♦

In the following we consider the case thatC is stable, i.e., C is a unitary fusion category. With the help
of four creation and annihilation instantons, we can close the world line of a particle-like topological
defect x ∈ C to a loop. As depicted in Figure 28, for every simple object x ∈ C there are two ways to
close the world line of x . The results are morphisms b†

x ◦ bx , dx ◦ d†
x : 1→ 1. Since HomC(1,1) ≃ C,

both b†
x ◦ bx and dx ◦ d†

x can be viewed as positive real numbers. We define the quantum dimension of
x by

dim(x) :=
q

(b†
x ◦ bx) · (dx ◦ d†

x)> 0.

The quantum dimension of C is defined to be

dim(C) :=
∑

x∈Irr(C)

dim(x)2.

Note that the morphisms bx and dx can be properly rescaled such that

b†
x ◦ bx = dx ◦ d†

x = dim(x).

We say that a choice of duals in C are normalized if the above equation holds for every obejct in C. With
a normalized choice of duals, the left and right dual functors are equal (see Remark 3.4.50) [Yam04].

x x∗

bx

b†
x

=
x∗ x

d†
x

dx

Figure 28: the quantum dimension of x with a normalized choice of duals

Exercise 3.4.56. Prove that the quantum dimension of a finite-dimensional Hilbert space H ∈ Hilb is
equal to the usual dimension dim(H).

Remark 3.4.57. Let C be a unitary fusion category. For every x , y ∈ C we have:

dim(x ⊕ y) = dim(x) + dim(y), dim(x ⊗ y) = dim(x) · dim(y).

In other words, dim defines a ring homomorphism Gr(C)→ R. In particular, we have

dim(x) · dim(y) =
∑

z∈Irr(C)

N z
x y · dim(z)

for every simple objects x , y ∈ C. ♦

More generally, given an instanton f ∈ HomC(x , x), there are two ways to close the world line of x
(see Figure 29). With a normalized choice of duals, these two instantons are equal and called the trace
of f :

tr( f ) := b†
x ◦ ( f ⊗ idx∗) ◦ bx = dx ◦ (idx∗ ⊗ f ) ◦ d†

x ∈ HomC(1,1)≃ C.
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f x∗

bx

b†
x

=
fx∗

d†
x

dx

Figure 29: the trace of an instanton f ∈ HomC(x , x) with a normalized choice of duals

Remark 3.4.58. In a rigid monoidal category without unitary structure, given an object x , possibly
there is no (canonical) isomorphism between x L and xR, or equivalently, no isomorphism between
x and x LL . A pivotal structure on a rigid monoidal category C is a natural isomorphism ax : x → x LL

satisfying ax⊗ay = ax⊗y (this condition means that a is a monoidal natural isomorphism; see Definition
4.2.10).

In a pivotal fusion category, we can similarly close the world line of an object x . However, in this
case there are two different ways to close the world line and they may not be equal, and these two
results are called left and right quantum dimensions of x , respectively:

dimL(x) := dx L ◦ (ax ⊗ idx L ) ◦ bx , dimR(x) := dx ◦ (idx L ⊗ a−1
x ) ◦ bx L .

A pivotal structure on a fusion category is called spherical if the left and right quantum dimensions
are equal [BW99]. A unitary fusion category admits a unique pivotal structure defined by (with a
normalized choice of duals)

ax := (b†
x ⊗ idx LL ) ◦ (idx ⊗ bx L ) = (idx LL ⊗ dx) ◦ (d

†
x L ⊗ idx).

This pivotal structure is automatically spherical and compatible with the unitary structure [Yam04,
Müg03a] (this fact is also mentioned in a footnote in [Kit06]). ♦

Remark 3.4.59. The quantum dimension of a fusion category is independent of the choice of pivotal or
spherical structures, but the quantum dimensions of objects depend on the choice of pivotal or spherical
structures. ♦

Example 3.4.60. For every vector space V , there is a canonical C-linear map aV : V → V ∗∗ defined by
v 7→ evv , where evv : V ∗→ C is defined by evv(φ) := φ(v). Moreover, aV is an isomorphism if and only
if V is finite-dimensional. Hence each finite-dimensional vector space is canonically isomorphic to its
double dual space.

The family {aV }V∈Vec defines a spherical structure on Vec. With this spherical structure, the quantum
dimension of V ∈ Vec is equal to the usual dimension of V . Also, such canonical isomorphisms induce
spherical structures on Rep(G) and VecG for every finite group G, and the quantum dimensions are
equal to the usual dimensions. ♥

In a fusion category C, there is another version of dimension. Here is the physical intuition. Suppose
C is the fusion category of particle-like topological defects of a stable topological order. If we put n copies
of a topological defect x ∈ C on a disk, the GSD grows exponentially on n:

GSD∼ constant · dn.

Mathematically, this number d is equal to the largest non-negative eigenvalue of the matrix Nx de-
fined by (Nx)z y := N z

x y , and the existence is provided by the Frobenius-Perron theorem [Per07, Fro12].
Therefore, it is called the Frobenius-Perron dimension of x and denoted by FPdim(x) [ENO05]. The
Frobenius-Perron dimension of a fusion category C is defined by

FPdim(C) :=
∑

x∈Irr(C)

FPdim(x)2.
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Remark 3.4.61. Let C be a fusion category. The Frobenius-Perron dimension also defines a ring homo-
morphism FPdim: Gr(C) → R. Moreover, it is the unique ring homomorphism Gr(C) → C that takes
non-negative values (indeed, positive values) on simple objects. So the Frobenius-Perron dimensions
can be directly obtained from the fusion rules. For example, the Frobenius-Perron dimensions in Rep(G)
or VecωG for a finite group G and ω ∈ Z3(G;C×) have to be equal to the usual dimensions. ♦

Remark 3.4.62. A fusion category C is called pseudo-unitary if dim(C) = FPdim(C). A unitary fusion
category is pseudo-unitary because the quantum dimensions of simple objects are positive and thus
coincide with the Frobenius-Perron dimensions (see Remark 3.4.61). Any pseudo-unitary fusion cat-
egory admits a unique spherical structure such that the quantum dimensions of objects are equal to
the Frobenius-Perron dimensions [ENO05]. It is believed that for any pseudo-unitary fusion category
there is an equivalent unitary fusion category. So in the following, a unitary fusion category can be
understood as a pseudo-unitary fusion category equipped with the unique spherical structure such that
the quantum dimensions of objects are equal to the Frobenius-Perron dimensions. ♦

3.4.6 Braiding structure

In a 2d topological order, a topological defect x can be adiabatically moved around another y (see
Figure 30). This process should not change the fusion of x and y , and thus induces an isomorphism
from x ⊗ y to itself.

yx

Figure 30: a double braiding or a full braiding

In particular, as depicted in Figure 31 (a), x and y can be adiabatically exchanged in the counter-
clockwise direction. This process gives an isomorphism (instanton) cx ,y : x ⊗ y → y ⊗ x , called the
braiding of x and y . Also, x and y can be adiabatically exchanged in the clockwise direction. This
process gives another isomorphism, called the anti-braiding of x and y . Clearly the anti-braiding is the
inverse of the braiding.

y x

x y
R

(a) braiding

y x

x y

(b) anti-braiding

Figure 31: the braiding and anti-braiding of x and y

The family {cx ,y}x ,y∈C is natural in two variables because instantons can be freely moved along the
world lines. More precisely, for any morphisms f : x → x ′ and g : y → y ′, the physical intuition implies
the following equation (see Figure 32):

cx ′,y ′ ◦ ( f ⊗ g) = (g ⊗ f ) ◦ cx ,y .

Therefore, the braiding is a natural isomorphism c : ⊗⇒⊗◦τ, where τ: C×C→ C×C is the permutation
of two components defined by τ(x , y) := (y, x). Intuitively, the existence of the braiding means that
the tensor product is ‘commutative’, although there are different commutativities given by the braiding
or anti-braiding.
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y ′ x ′

f g

x y

=

y ′ x ′g f

x y

Figure 32: the naturality of the braiding

Example 3.4.63. Let us compute the double braiding of e and m in the toric code model. As depicted
in Figure 33, an e particle can be moved around an m particle by an e string operator

∏

j σ
j
z . This string

operator is equal to the product of all Bp operators on the plaquettes which are encircled by the path
of e, because all σz on inner links appear twice in the product. Since there is only one m particle, the
action of this string operator is equal to −1. Consequently, the double braiding cm,e ◦ce,m : e⊗m→ e⊗m
is equal to − ide⊗m. ♥

m

e σz

σz

σz

σz

σz

σz

σz

σz

σz

σz

σz

σz

=

Bp

Bp

Bp

Bp

Bp

Bp

Bp

Bp

Bp

Figure 33: the double braiding of e and m in the toric code model

Now suppose there are three topological defects x , y, z ∈ C. There are two ways to braid x with y
and z: we can either braid x with y and z one by one, or braid x with the fusion y ⊗ z. These two
instantons should be equal because their world lines are homotopy (see Figure 34). Thus we get the
following two equations, called the hexagon equations:

αy,z,x ◦ cx ,y⊗z ◦αx ,y,z = (idy ⊗ cx ,z) ◦αy,x ,z ◦ (cx ,y ⊗ idz),

α−1
z,x ,y ◦ cx⊗y,z ◦α−1

x ,y,z = (cx ,z ⊗ idy) ◦α−1
x ,z,y ◦ (idx ⊗ cy,z).

We summarize the properties of the braiding to the following formal structure.

Definition 3.4.64. A braided monoidal category consists of the following data:

• a monoidal category C= (C,⊗,1,α,λ,ρ);

• a natural isomorphism cx ,y : x ⊗ y → y ⊗ x;

and these data satisfy the following conditions:
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xy z

x y z

=

xy z

x y z

x yz

x y z

=

x yz

x y z

Figure 34: the hexagon equations

1. (hexagon equation 1) For any x , y, z ∈ C, the following diagram commutes:

x ⊗ (y ⊗ z)
cx ,y⊗z // (y ⊗ z)⊗ x

αy,z,x

''
(x ⊗ y)⊗ z

αx ,y,z

77

cx ,y⊗idz ''

y ⊗ (z ⊗ x)

(y ⊗ x)⊗ z
αy,x ,z // y ⊗ (x ⊗ z)

idy ⊗cx ,z

77

2. (hexagon equation 2) For any x , y, z ∈ C, the following diagram commutes:

(x ⊗ y)⊗ z
cx⊗y,z // z ⊗ (x ⊗ y)

α−1
z,x ,y

''
x ⊗ (y ⊗ z)

α−1
x ,y,z

77

idx ⊗cy,z ''

(z ⊗ x)⊗ y

x ⊗ (z ⊗ y)
α−1

x ,z,y // (x ⊗ z)⊗ y
cx ,z⊗idy

77

Moreover, we say C is a symmetric monoidal category if cy,x ◦ cx ,y = idx⊗y for all x , y ∈ C.
If C is a C-linear braided monoidal category equipped with a dagger structure, we say that the dagger

structure is compatible with the braiding if cx ,y is unitary for every x , y ∈ C. A unitary braided monoidal
category is a C-linear braided monoidal category equipped with a compatible unitary structure. ■

Remark 3.4.65. The condition that a dagger structure is compatible with the braiding structure is
equivalent to that the functor †: Cop → C is a braided monoidal functor. The notion of a braided
monoidal functor is defined in Definition 4.2.9. ♦

As a conclusion, the category C of particle-like topological defects of a stable 2d topological order
C is a unitary braided fusion category.

54



Remark 3.4.66. As we have mentioned in Remark 3.4.19, the above discussion of braidings is a radical
simplification of the real story. Using adiabatic moves and the property (∗) in Remark 3.4.19, we can
reduce all different but isomorphic fusion functors ⊗(ξ,η) to a single one ⊗ := ⊗(0,1). The braiding
structure or the double braidings naturally appear because moving one anyon x around another y
defines a homotopy non-trivial path in the configuration space. The complete and rigorous proof of the
natural emergence of a braided monoidal structure on C is equivalent to the proof of the well-known
mathematical theorem that an E2-algebra in the (2,1)-category of categories is a braided monoidal
category [SW03, Lur17, Fre17] (see also [Hua08a] in the complex analytic setting for 2D CFT’s). A
physical work on adiabatic moves and braided monoidal structures can be found in [KL20]. ♦

Remark 3.4.67. In other words, the braiding structure on the category C of particle-like topological
defects of a 2d topological order C depends on many artificial choices (see Remark 3.4.20). Hence a
topological order does not determine a single braided fusion category C, but an equivalence class of
braided fusion categories. Physicists usually say that the braiding is not ‘gauge invariant’. Only the
double braiding cy,x ◦ cx ,y is gauge invariant and this is because that the initial and final states are
exactly the same x ⊗ y .

In the toric code model, we have known that the double braiding of e and m is −1 (see Example
3.4.63), but there are (at least) two different braiding structures on TC: one satisfies ce,m = +1, cm,e =
−1, and the other one satisfies ce,m = −1, cm,e = +1.

To determine the braiding structure explicitly, we need to ‘fix the gauge’. One way to fix the gauge
is to choose a boundary and use the half-braiding to compute the braiding (see Remark 4.1.2 and
Definition 4.2.13). ♦

Remark 3.4.68. Physically, the braiding is related to the statistics of particle-like topological defects.
It is well-known that there are two types of particles: bosons and fermions. They are defined by the
phase factor ±1 of exchanging two particles. Such a phase factor must be ±1 because exchanging twice
returns to the original state. However, this is the story in the space with dimension higher than two. In
2d, the double braiding cy,x ◦ cx ,y of x and y is not necessarily equal to the identity because the loop of
x around y can not contract to a trivial loop (see Figure 30). So in 2d the phase factor of exchanging
two particles can be any complex number (or even a matrix), which gives a representation of the braid
group [Wu84]. This is why a particle-like topological defect in a 2d topological order is called an anyon
[Wil82a]. A lot of references need to be added. ♦

Remark 3.4.69. Suppose C is a braided monoidal category. For any x , y, z ∈ C, we have the following
Yang-Baxter equation:

(cy,z ⊗ idx) ◦ (idy ⊗ cx ,z) ◦ (cx ,y ⊗ idz) = (idz ⊗ cx ,y) ◦ (cx ,z ⊗ idy) ◦ (idx ⊗ cy,z).

Here we ignore associators. This equation is a direct corollary of the hexagon equations and the nat-
urality of the braiding (for example, see [EGNO15, Proposition 8.1.10]). The physical intuition of the
Yang-Baxter equation is depicted in Figure 35. ♦

x y z

=

x y z

Figure 35: The Yang-Baxter equation
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Example 3.4.70. There is a natural braiding on Vec defined by

cV,W : V ⊗W →W ⊗ V

v ⊗w 7→ w⊗ v.

Moreover, this braiding is symmetric. ♥

Example 3.4.71. Let G be a finite group G. There is a natural braiding on Rep(G) defined by

cV,W : V ⊗W →W ⊗ V

v ⊗w 7→ w⊗ v. (3.4.3)

Then Rep(G) equipped with this braiding structure is a symmetric fusion category.
In general, there are other braiding structures on Rep(G). Suppose z ∈ G is a central element (i.e.,

z commutes with all elements in G) and satisfies z2 = e. For any (V,ρ) ∈ Rep(G) we define

V0 := {v ∈ V | ρ(z)(v) = v}, V1 := {v ∈ V | ρ(z)(v) = −v}.

We denote |v| = i if v ∈ Vi for i = 0,1. Then both V0 and V1 are G-representations and V = V0 ⊕ V1. In
other words, any G-representation can be decomposed with respect to the eigenvalues of z, and thus
admits a canonical Z2-grading. Then the following morphisms define a braiding structure on Rep(G):

cV,W : V ⊗W →W ⊗ V

v ⊗w 7→ (−1)|v||w| ·w⊗ v, (3.4.4)

The fusion category Rep(G) equipped with this braiding structure is denoted by Rep(G, z). It is clear
that Rep(G, z) is a symmetric fusion category. When z = e, the braiding (3.4.4) is the obvious one
(3.4.3), and we denote Rep(G, e) by Rep(G) for simplicity. Also, Rep(Z2, z) where z = 1 ∈ Z2 is the
nontrivial element is usually denoted by sVec, because a Z2-graded vector space is also called a super
vector space. Physically, the symmetric fusion category sVec describes the fermion parity symmetry.

There is a mathematical theorem [Del07, Del02] stated that every symmetric fusion category is
equivalent to Rep(G, z) for some finite group G and central element z ∈ G satisfying z2 = e. ♥

Example 3.4.72. Let G be a finite group and ω ∈ Z3(G;C×). When G is non-abelian, there is no
braiding structure on VecωG . When G is abelian, the braiding structures on VecωG can be equivalently
described by quadratic forms on G (see Section 3.6.5). ♥

Definition 3.4.73. Let C be a unitary braided fusion category. For two simple objects x , y ∈ C, define
(see Figure 36)

Sx y := tr(cy,x∗ ◦ cx∗,y) = tr(cy∗,x ◦ cx ,y∗).

The matrix S := (Sx y)x ,y∈Irr(C) is called the S matrix of C. ■

x y x∗ y∗

bx

b†
x

by

b†
y

=
x∗ y∗ x y

d†
x

dx

d†
y

dy

Figure 36: the S matrix Sx y

The S matrix encodes the information of mutual-statistics.
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Example 3.4.74. In the basis (1, e, m, f ), the S matrix of the toric code model is

S =







1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1






.

♥

Remark 3.4.75. The S matrix can also be defined for a braided fusion category equipped with a spher-
ical structure. ♦

3.4.7 Ribbon structure

Let C be a unitary braided fusion category and x ∈ C. Consider the following two morphisms as depicted
in Figure 37 (with a normalized choice of duals):

x
idx ⊗bx−−−−→ x ⊗ x ⊗ x∗

cx ,x⊗idx∗
−−−−−→ x ⊗ x ⊗ x∗

idx ⊗b†
x−−−−→ x , (3.4.5)

x
d†

x⊗idx
−−−→ x∗ ⊗ x ⊗ x

idx∗ ⊗cx ,x
−−−−−→ x∗ ⊗ x ⊗ x

dx⊗idx−−−→ x . (3.4.6)

By taking traces one can easily show that these two morphisms are equal. This morphism is denoted
by θx : x → x and called the twist (or topological spin) of x . The family {θx}x∈C is natural.

x b†
x

bx
x

=

xdx

d†
x

x

Figure 37: the topological spin θx of x

Exercise 3.4.76. Use the physical intuition in Figure 37 to prove the following statements:

(1) Each θx is an isomorphism.

(2) θ ∗x = θx∗ .

(3) θx⊗y = (θx ⊗ θy) ◦ cy,x ◦ cx ,y .

Remark 3.4.77. One may find that two world lines in Figure 37 are homotopy to the trivial paths and
conclude that θx is just idx . This is not true. The world line should be viewed as a ribbon (indeed, a line
equipped with a framing), not just a line. As depicted in Figure 38, these two process are both equal to
twisting the ribbon counterclockwisely. Intuitively, this twisting process is rotating a topological defect
by 360 degrees, and that is why we call θx the topological spin of x . ♦

For each simple object x ∈ C, since HomC(x , x) ≃ C we know that θx = Tx · idx for some scalar
Tx ∈ C. The diagonal matrix T := (Txδx y)x ,y∈Irr(C) is called the T matrix of the unitary braided fusion
category C. It encodes the information of self-statistics.

Example 3.4.78. Let us compute the topological spin of f in the toric code model. Consider an f
ribbon which consists of an e string and an m string (see Figure 39). The f ribbon operator is the
product of the e string operator and m string operator. Intuitively, the action of this ribbon operator is
rotating the f particle by 360 degrees.
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= =

Figure 38: the twist of a ribbon

Note that a closed e string (or m string) operator is equal to the product of Bp (or Av) operators
encircled by the closed loop. Therefore, this ribbon operator is equal to the product of two Bp operators
and six Av operators. Only the upper left Av operator acts as −1 because there is an f particle, and all
other operators act as +1. Hence the topological spin of f is −1.

Similarly we can compute the T matrix of the toric code model:

T =







1
1

1
−1






.

♥

f

Figure 39: the topological spin of f in the toric code model

Remark 3.4.79. Let C be a braided fusion category. A ribbon structure on C is a natural isomorphism
θx : x → x such that θx⊗y = (θx ⊗ θy) ◦ cy,x ◦ cx ,y and θ ∗x = θx∗ . There is a one-to-one correspondence
between the ribbon structures and spherical structures on a braided fusion category [Yet92]. By Remark
3.4.58, a unitary braided fusion category is equipped with a canonical ribbon structure [LR97, Müg00]
(i.e., the one defined by (3.4.5) or (3.4.6)), and this ribbon structure is compatible with the unitary
structure, in the sense that θx is unitary. ♦

Definition 3.4.80 ([Bru00]). A pre-modular tensor category (or simply a pre-modular category) is a
braided fusion category equipped with a ribbon structure, or equivalently, a braided fusion category
equipped with a spherical structure. ■

In particular, a unitary braided fusion category is automatically a pre-modular category.

Example 3.4.81. Let G be a finite group. Since Rep(G) is symmetric, θ(V,ρ) := idV defines a ribbon
structure on Rep(G). The corresponding spherical structure on Rep(G) is the one defined in Example
3.4.60.

More generally, suppose z ∈ G is a central element satisfying z2 = e. Then the family θ(V,ρ) := ρ(z)
also defines a ribbon structure on Rep(G, z). The corresponding spherical structure on Rep(G, z), which
is the same as Rep(G) as a fusion category, is also the one defined in Example 3.4.60. ♥
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3.5 Unitary modular tensor categories

3.5.1 Nondegeneracy

We have known that the category C of particle-like topological defects of a stable 2d topological order
C is a unitary braided fusion category. If we require that C is anomaly-free (see Section 2.3), the
unitary braided fusion category C should satisfy a nondegeneracy condition. The following principle
first appeared in [Lev13, KW14] (see [KZZZ24, Section 2.1.2] for a recent review).

Principle 3.5.1 (Remote-detectable principle). A topological order is anomaly-free if and only if all
topological defects of codimension 2 and higher are able to detect themselves via braidings.

Note that the braiding can only be defined between topological defects of codimension 2 or higher.
We focus on 2d topological orders. For a stable 2d topological order C, the braiding can be used to
remotely detect topological defects. As depicted in Figure 30, if we want to detect whether there is a
nontrivial topological defect x ∈ C in a region, we can move a topological defect y around this region
and do a double braiding cy,x ◦ cx ,y . If there is at least one y ∈ C such that the double braiding is
nontrivial, the topological defect x is detectable by this double braiding.

The trivial topological defect x = 1 is not detectable in this sense because for all y ∈ C the double
braiding cy,1 ◦ c1,y = idy is trivial. However, if all nontrivial simple topological defect x ̸= 1 are
detectable, then 1 can also be detected in the following sense: 1 is the only simple topological defect
which has trivial double braiding with all y ∈ C.

Hence, the condition that all topological defects are able to detect themselves via braidings can be
reformulated as follows: if a simple topological defect x ∈ C has trivial mutual statistics with all y ∈ C,
i.e., cy,x ◦ cx ,y = idx⊗y for all y ∈ C, then x = 1 is trivial.

Above discussion naturally motivates the following mathematical definitions.

Definition 3.5.2. Let C be a braided fusion category. The Müger center or symmetric center Z2(C) of C
is the full subcategory consisting of the objects which have trivial double braiding with all objects in C,
i.e.,

Z2(C) := {x ∈ C | cy,x ◦ cx ,y = idx⊗y , ∀y ∈ C}. ■

It is not hard to see that the Müger center Z2(C) is a symmetric fusion category.

Definition 3.5.3. A braided fusion category C is called nondegenerate if its Müger center Z2(C) contains
only one simple object 1, or equivalently, Z2(C)≃ Vec. ■

Hence the remote-detectable principle 3.5.1 implies the following physical theorem.

Theoremph 3.5.4. A stable 2d topological order C is anomaly-free if and only if the unitary braided
fusion category C of particle-like topological defects of C is nondegenerate.

The following proposition provides an alternative but equivalent definition of the non-degeneracy
condition in Definition 3.5.3. The proof can be found in [Reh90] (see also [Bru00, Müg00, BB01,
Müg03b, Müg03c] and a review [Müg12]). This alternative definition is widely used in the literature.

Proposition 3.5.5 ([Reh90]). A premodular category is nondegenerate if and only if its S-matrix is
non-degenerate.

Definition 3.5.6. A modular tensor category (or a modular category) is a nondegenerate pre-modular
category. A unitary modular tensor category (UMTC) is a nondegenerate unitary braided fusion cate-
gory. ■

Remark 3.5.7. The notion of a modular tensor category was first introduced by Moore and Seiberg in
[MS88, MS89a] as the category of modules over a chiral algebra in a rational 1+1D CFT. The name
was suggested by Igor Frenkel and first appeared in [MS90]. Although Moore and Seiberg defined
this notion via the polynomial equations of the F -matrices, the R-matrices, the S-matrix and the T -
matrix, which were called Moore-Seiberg data in [BK01], they showed in [MS89a, Appendix C] that
this data defines a finite semisimple rigid (braided) monoidal category. Moore-Seiberg’s equations
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are complete17 but slightly over-determined18, and were later simplified19 by Rehren in [Reh90] (see
also [BK01, Theorem 3.1.16, 3.1.17]). The modern definition of modular tensor category in purely
categorical language was first introduced by Turaev in [Tur20]. We recommend Müger’s review of
modular tensor categories [Müg12] for further reading. ♦

Example 3.5.8. Let us consider a symmetric fusion category equipped with a ribbons structure. Its S
matrix satisfies Sx ,y = dim(x)dim(y) and has rank 1. By contrast, the S matrix of a modular tensor
category has the maximal rank. Thus symmetric fusion categories and modular tensor categories are
two extreme cases of pre-modular categories. ♥

Remark 3.5.9. The complete classification of unitary modular tensor categories with the number of
isomorphism classes of simple objects less than 5 can be found in [RSW09]. ♦

Remark 3.5.10. In the following, a unitary modular tensor category can be understood as a nondegen-
erate pseudo-unitary braided fusion category equipped with the unique spherical structure such that the
quantum dimensions of objects are equal to the Frobenius-Perron dimensions (see Remark 3.4.62). ♦

Finally, we get the following physical theorem which is one of the most important results in this
review. It provides a precise and complete summarization of particle-like topological defects in an
anomaly-free stable 2d topological order [Wit89, MS89a, FRS89, FG90, Reh90, MR91, Wen91] (see
also [Kit06, Appendix E] for a review).

Theoremph 3.5.11. The particle-like topological defects of an anomaly-free stable 2d topological order
C form a unitary modular tensor category C.

Remark 3.5.12. If we view anyons in a 2+1D topological order as the Wilson lines in a 2+1D TQFT,
then Theoremph 3.5.11 already follows from the results in [Wit89, MS89a, FRS89, Reh90, FG90]. Its
connections to realistic physical systems were studied in [ZHK89, MR91, Wen91]. Most condensed
matter physicists learned this fact from Kitaev’s review [Kit06, Appendix E]. ♦

Remark 3.5.13. Given an anomaly-free stable 2d topological order C, the unitary modular tensor cat-
egory C of particle-like topological defects can be viewed as a categorical description of C. If C is not
stable, this is not an appropriate description. ♦

Remark 3.5.14. This unitary braided fusion category summarizes all observables living on a disk (in-
stead of any closed surfaces). For example, a double braiding of topological defects is not well-defined
on a sphere or other closed surfaces. Figure 40 illustrate the fact that a double braiding on a sphere is
trivial because a loop on a sphere is contractible. ♦

Remark 3.5.15. The anomaly-free condition for a 2d topological order X is different from that of the
TQFT associated to X. More precisely, a UMTC is anomaly-free from the perspective of a 2d topological
order; but is anomalous from the perspective of an Atiyah’s TQFT [Ati88] due to the so-called framing
anomaly [Tur20]. This subtle difference is due to the fact that the spacetime manifolds considered in
a TQFT is much richer than those considered in a topological order. In particular, a topological order
can be viewed as a H-type TQFT [MW12, KW14, FH21]. More precisely, the spacetime 3-manifolds in
a 2+1D topological order is restricted to the type Σ2×S1 (or Σ2×R1), where Σ2 is an arbitrary spatial
2-manifold and S1 (or R1) is the temporal 1-manifold. ♦

Remark 3.5.16. There is also a 3+1D generalization of the toric code model [HZW05]. For intrigued
readers, it is beneficial to read [KTZ20a] for the ‘modular 2-category’ of topological defects of codimen-
sion 2 and higher in the 3+1D toric code model. ♦

17Some subsets of data and equations (or axioms) had already appeared in many earlier works. For example, the notion of a
braided monoidal category was first introduced by Joyal and Street in 1986 in the preprint of the published version [JS93]. The
R-matrices and hexagon identities also appeared or used in some earlier physical literature [Reh88, Fro88, Vaf88].

18More precisely, Moore-Seiberg’s definition consists of three identities of the S-matrix and the T -matrix, all obtained from
different realizations of the same genus-1 surfaces by sewing genus-0 surfaces [MS89a, MS90]. They can be reduced to an
explicit expression of the invertible S(p)-matrices, which already appeared in [MS90, Eq. (4.3)] as the unique solution (up to
a scalar) of the third Moore-Seiberg’s identity (obtained from genus-1 surfaces with two holes). The axioms can be further
reduced to the non-degeneracy of the S-matrix (defined in Definition 3.4.73), where the S-matrix is just the S(p)-matrix in
[MS90, Eq. (4.3)] when p = 1.

19Different from Moore-Seiberg’s approach via the representation theory of chiral algebras, Rehren’s results were mainly in-
spired by the study of superselection sectors with braid group statistics in algebraic quantum field theories [Reh88, FRS89].
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x

y

Figure 40: The braiding is not well-defined on a sphere.

3.5.2 Basic properties of modular tensor categories

In the following we list some important properties of a (not necessarily unitary) modular tensor category
C (see [Tur20, BK01, Müg12, EGNO15]):

1. The S matrix satisfies Sx y = Sy x = Sx∗ y∗ = Sx y∗ and S1x = Sx1 = dx := dim(x).

2. For each simple object x ∈ C, the assignment hx : y 7→ Sx y/Sx1 defines a ring homomorphism
Gr(C)→ C, i.e.,

Sx ySxz = dx

∑

w∈Irr(C)

N w
yzSxw.

Note that h1(y) = dim(y) is the quantum dimension.

3. We have S2 = dim(C) · C , where C is the charge-conjugate matrix defined by Cx y := δx∗ y . Thus,
(S−1)x y = dim(C)−1 · Sx y∗ .

4. The S matrix determines the fusion rule:
∑

x∈Irr(C)

Sx ySxzSxw∗

Sx1
= dim(C) · N w

yz .

This equation is called the Verlinde formula [Ver88, MS89a, MS90, Hua08b].20

5. The Gauss sums of C are defined by

τ±(C) :=
∑

x∈Irr(C)

T±1
x d2

x .

Then τ+(C)τ−(C) = dim(C). The multiplicative central charge of C is defined by

ξ(C) :=
τ+(C)
p

dim(C)
=

p

dim(C)
τ−(C)

.

Usually we also write ξ(C) = exp(2πic(C)/8), where c(C) is called the additive central charge of
C. It can be proved that ξ(C) is a root of unity [AM88, Vaf88], so c(C) ∈ Q/8Z.

6. We have (ST )3 = τ+(C) · S2. Recall that the group SL(2,Z), which consists of 2-by-2 integral
matrices of determinant 1, is generated by

s :=
�

0 −1
1 0

�

, t :=
�

1 1
0 1

�

subject to the relations (st)3 = s2 and s4 = 1. Hence, the assignment

s 7→
S
p

dim(C)
, t 7→ T (3.5.1)

defines a projective SL(2,Z)-representation. The obstruction of this projective representation
being a linear representation is the multiplicative central charge ξ(C).

20An interesting generalization of the Verlinde formula in the presence of topological defects was found in [SH19].
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7. The matrix (
p

dim(C))−1 · S is unitary [ENO05]. Also each Tx is a root of unity [AM88, Vaf88],
thus the T -matrix is also unitary. So for any (not necessarily unitary) modular tensor category C

the above projective SL(2,Z)-representation is unitary.

Remark 3.5.17. If we put an anomaly-free 2d topological order C on a torus, the automorphims of
the torus induce transformations of the ground state subspace. This defines a projective representation
of the mapping class group of the torus, which is isomorphic to the modular group SL(2,Z). This
representation is isomorphic to the representation (3.5.1) associated to C and was used to characterize
2d topological orders [Wen90]. These modular reprensentations can also be generalized to higher
dimensions [WL14, JMR14, WW15, BD22]. ♦

Remark 3.5.18. In many lower rank examples, the S and T matrices determine the modular tensor
category completely. It provides an efficient way to determine or compute the modular tensor category
in many physical applications [Wen17]. In general, however, the structures of modular tensor cate-
gory are not determined by the S and T matrices [MS21]. Recently, it was shown that the S and T
matrices determines the braiding structures of a modular tensor category but not the fusion structures
[NRW24]. ♦

3.5.3 Construct new modular tensor categories from old ones

There are some method to construct new modular tensor categories from old ones.

Definition 3.5.19 ([Del07]). Let C,D be two finite semisimple categories. Their Deligne tensor prod-
uct, denoted by C⊠D, is a finite semisimple category satisfying the following universal property: C⊠D
is equipped with a C-bilinear functor ⊠: C ×D → C ⊠D, and for any finite semisimple category X

and C-bilinear functor F : C ×D → X, there exists a unique C-linear functor F : C ⊠D → X (up to
isomorphism) such that the following diagram commutes:

C×D
⊠ //

F
$$

C⊠D

F
��
X

or more precisely, the functor − ◦ ⊠ from Fun(C ⊠D,X) to the category of C-bilinear functors from
C×D to X. ■

This definition may be too abstract. In practice, it is enough to know the following facts:

1. For every x ∈ C and y ∈D, there is an object x ⊠ y ∈ C⊠D. In general, an object in C⊠D is the
direct sum of objects of this form.

2. HomC⊠D(x ⊠ y, x ′ ⊠ y ′)≃ HomC(x , x ′)⊗C HomD(y, y ′) for x , x ′ ∈ C and y, y ′ ∈D.

3. An object x ⊠ y ∈ C ⊠ D is simple if and only if x ∈ C and y ∈ D are both simple. Thus
Irr(C⊠D)≃ Irr(C)× Irr(D). In particular, Vec⊠C≃ C≃ C⊠ Vec.

When C and D are both pre-modular categories, their Deligne tensor product C⊠D is also a pre-
modular category:

• The tensor product of C⊠D is defined by

(x ⊠ y)⊗ (x ′ ⊠ y ′) := (x ⊗ x ′)⊠ (y ⊗ y ′), x , x ′ ∈ C, y, y ′ ∈D.

The tensor unit of C⊠D is 1⊠ 1, which is a simple object. The associator and left/right unitor
are induced by those of C and D.

• The left/right dual of an object x ⊠ y ∈ C⊠D is x L/R ⊠ y L/R. Thus C⊠D is a fusion category.
Also we have FPdim(x ⊠ y) = FPdim(x) · FPdim(y) and FPdim(C⊠D) = FPdim(C) · FPdim(y).

• The spherical structure on C⊠D is defined by aC⊠D
x⊠y := aC

x ⊠ aD
y . It follows that dim(x ⊠ y) =

dim(x) · dim(y) and dim(C⊠D) = dim(C) · dim(D).
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• The braiding structure on C⊠D is defined by

cC⊠Dx⊠y,x ′⊠y ′ =
�

(x⊠ y)⊗(x ′⊠ y ′) := (x⊗x ′)⊠(y⊗ y ′)
cC

x ,x′⊠cD
y,y′

−−−−−→ (x ′⊗x)⊠(y ′⊗ y) = (x ′⊠ y ′)⊗(x⊠ y)
�

.

So the S matrix of C⊠D is
SC⊠D

x⊠y,x ′⊠y ′ = SC
x ,x ′ · S

D
y,y ′ . (3.5.2)

• The ribbon structure on C⊠D is defined by θC⊠D
x⊠y := θC

x ⊠ θ
D
y . So the T matrix of C⊠D is

TC⊠D
x⊠y = TC

x · T
D
y .

It is not hard to see that Z2(C⊠D)≃ Z2(C)⊠Z2(D). Thus C⊠D is a modular tensor category if C and
D are modular. Equivalently, the S matrix of C⊠D (3.5.2) is nondegenerate if the S matrices of C and
D are both nondegenerate.

Exercise 3.5.20. Suppose C and D are modular tensor categories. Prove that the Gauss sums satisfy
τ±(C⊠D) = τ±(C) ·τ±(D), the multiplicative central charge satisfies ξ(C⊠D) = ξ(C) ·ξ(D), and the
additive central charge satisfies c(C⊠D) = c(C) · c(D).

Physically, the Deligne tensor product corresponds to the stacking of 2d topological orders (see
Example 2.1.3). As depicted in Figure 41, suppose x and y are particle-like topological defects in
anomaly-free stable 2d topological orders C and D, respectively. Then their stacking is a particle-like
topological defect, denoted by x ⊠ y , in the stacking topological order C ⊠D. It is believed that the
modular tensor category of particle-like topological defects of C⊠D is the Deligne tensor product C⊠D.

Dy
Cx

⇝ C⊠D
x ⊠ y

Figure 41: stacking of 2d topological orders

Definition 3.5.21. Let C be a braided monoidal category. Define C to be the same underlying monoidal
category of C equipped with the braiding structure

cCx ,y := (cCy,x)
−1, x , y ∈ C. ■

Remark 3.5.22. By definition a braided monoidal category C is symmetric if and only if C = C. How-
ever, it is possible that C ≃ C as braided monoidal categories but C is not symmetric. The modular
tensor category TC is such an example. ♦

When C is a (pre-)modular tensor category, C is also a (pre-)modular tensor category:

• By definition C is a braided fusion category and Z2(C) = Z2(C).

• The spherical structure on C is the same as C. In particular, the quantum dimension of objects in
C are the same as C. The S matrix of C is

SC
x y = SC

x y∗ .

• Equivalently, the ribbon structure on C is defined by θC
x := (θC

x )
−1. The T matrix of C is

TC
x = (T

C
x )
−1.
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Exercise 3.5.23. Suppose C is a modular tensor category. Prove that the Gauss sums satisfy τ±(C) =
τ∓(C), the multiplicative central charge satisfies ξ(C) = ξ(C)−1, and the additive central charge satisfies
c(C) = −c(C).

Physically, C corresponds to the time-reversal of a 2d topological order. Here time-reversal means
reversing the orientation of the spacetime. In 0+1D, there is only one way to reverse the the orien-
tation of the spacetime, i.e., time-reversal. If C is the category of particle-like topological defects of a
topological order C, then the opposite category Cop (see Definition 3.3.8) is the category of particle-like
topological defects of the time-reversal C of C.

In 1+1D, there are two ways to reverse the orientation of the spacetime. If we choose to reverse the
orientation of the 1d space, the fusion of topological defects is also reversed. The following definition
is the precise meaning of reversing the fusion.

Definition 3.5.24. Let C be a monoidal category. Its reversed category Crev is the same underlying
category as C equipped with the tensor product ⊗rev defined by

x ⊗rev y := y ⊗ x , x , y ∈ C. ■

Therefore, if C is the fusion category of particle-like topological defects of a 1d topological order
C, then the reversed category Crev is the fusion category of particle-like topological defects of the time-
reversal C of C. When C is a fusion category, Cop is also a fusion category and Cop ≃ Crev as fusion
categories.

In 2+1D, there are two ways to reverse the orientation of the 2d space, as depicted in Figure 42.
The first way reverses the fusion of topological defects. Another way does not reverse the fusion of
topological defects, but reverses the braiding to the anti-braiding. Therefore, if C is the braided fusion
category of particle-like topological defects of a stable 2d topological order C, then C is the braided
fusion category of particle-like topological defects in the time-reversal C of C. When C is a modular
tensor category, both Cop and Crev are also modular tensor categories and Cop ≃ Crev ≃ C as modular
tensor categories.

C
xy horizontal

←−−−−−
flip

C

x y vertical
−−−→

flip

C

x
y

Figure 42: two ways to reverse the orientation of the 2d space

3.6 Examples of (unitary) modular tensor categories

In this subsection we give some examples of (unitary) modular tensor categories.

3.6.1 The categories Vec and Hilb

The simplest modular tensor category is the category Vec of finite-dimensional vector spaces. Its struc-
ture of a modular tensor category has been defined in Section 3.4. We list the structure in the following:

• The objects of Vec are finite-dimensional vector spaces (over C), and the morphisms are linear
maps. It is a finite semisimple category, and the only simple object (up to isomorphism) is C.

• The tensor product of Vec is the usual tensor product ⊗C of vector spaces. The associator and
left/right unitor are induced by the universal property of ⊗C.

• Both the left and right dual of a finite-dimensional vector space V are given by the usual dual
space V ∗ := Hom(V,C).
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• The spherical structure is

aV : V → V ∗∗

v 7→ evv

where evv : V ∗→ C is defined by evv(φ) := φ(v).

• Both the quantum dimension and Frobenius-Perron dimension are equal to the usual dimension
of vector spaces.

• The braiding structure is given by

cV,W : V ⊗W →W ⊗ V

v ⊗w 7→ w⊗ v.

Note that Vec is also a symmetric fusion category.

• The ribbon structure is given by θV = idV .

The unitary version of Vec is the Hilb, which describes the particle-like topological defects of the
trivial 2d topological order.

3.6.2 The category TC

In Section 3.4 we have computed the unitary modular tensor category TC of particle-like topological
defects of the toric code model. We list the structure of TC in the following:

• There are only four simple objects 1, e, m, f .

• The fusion rules are given by e ⊗m = f = m⊗ e and e ⊗ e = m⊗m = f ⊗ f = 1. This implies
that each simple objects is self-dual and has Frobenius-Perron dimension 1. The associator and
left/right unitor are identities.

• The S matrix is

S =







1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1






.

• The T matrix is

T =







1
1

1
−1






.

As explained in Remark 3.4.20 and 3.4.67, the lattice model only determines TC up to equivalence.

3.6.3 Quantum double category of a finite group

For any finite group G there is a (unitary) modular tensor category DG , called the quantum double
category of G:

• An object in DG is a vector space V equipped with a G-action ρ : G → GL(V ) and a G-grading
V =
⊕

g∈G Vg , such that ρ(g)maps Vh to Vghg−1 for every g, h ∈ G. A morphism in DG is a C-linear
map that is both a morphism in Rep(G) and a morphism in VecG .

• Given an element g ∈ G, we denote the conjugacy class of g by [g] and the centralizer of g by
Z(g). If π is an irreducible Z(g)-representation, the induced representation IndG

Z(g)(π) =: X(g,π)

is a G-representation and admits a canonical G/Z(g) ≃ [g]-grading. This [g]-grading on X(g,π)
can be viewed as a G-grading with h-components being 0 for all h /∈ [g]. Then one can verify
that X(g,π) is a simple object in DG . Conversely, every simple object in DG is isomorphic to X(g,π)
for some g ∈ G and π ∈ Irr(Rep(Z(g))). The isomorphism classes of simple objects of DG are
labeled by the pairs ([g], [ρ])where [g] is a conjugacy class in G and [ρ] is an isomorphism class
of irreducible representation of Z(g). Note that Z(g) only depends on the conjugacy class of g.
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• The tensor product of two objects in DG is the usual tensor product as a G-representation,
equipped with the usual tensor product G-grading. In particular, the tensor unit of DG is C(e)
equipped with the trivial G-action.

• The dual of an object in DG is the usual dual representation equipped with the usual dual G-
grading. In particular, the dual of X(g,π) is X(g−1,π∗), where π∗ is the dual representation of π.
Note that Z(g) = Z(g−1).

• The spherical structure on DG is given by that on Vec. Thus the Frobenius-Perron dimension and
quantum dimension are both equal to the usual dimension of a vector space. In particular, both
two dimension of X(g,π) are equal to |[g]|·dim(π). The Frobenius-Perron dimension and quantum
dimension of DG are both equal to |G|2.

• The braiding c(V,ρ),(W,σ) : V ⊗C W →W ⊗C V is defined by v⊗C w 7→ σ(g)(y)⊗C x for v ∈ Vg and
w ∈W . The S matrix is given by

S([g],[π]),([g ′],[π′]) =
|G|

|Z(g)||Z(g ′)|

∑

{h∈G|hg ′h−1∈Z(g)

trπ(h(g
′)−1h−1) trπ′(h

−1 g−1h).

• The ribbon structure on DG is defined by θ(V,ρ)(v) := ρ(g)(v) for v ∈ Vg . The T matrix is given
by

T([g],[π]) =
trπ(g)
trπ(e)

.

• The multiplicative central charge of DG is 1 and the additive central charge is 0 (mod 8).

Remark 3.6.1. Let G be a finite group. There is an exactly solvable 2d lattice model associated to G,
called Kitaev’s quantum double model [Kit03]. The unitary modular tensor category of particle-like
topological defects of Kitaev’s quantum double model is equivalent to DG . When G = Z2, it is the toric
code model. In particular, TC is equivalent to DZ2

as a modular tensor category. ♦

Remark 3.6.2. Let G be a finite group. There is a quasi-triangular Hopf algebra D(G) associated to G,
called the quantum double algebra of G. The category of finite-dimensional representations of D(G) is
equivalent to DG as modular tensor categories (see for example [Kas95, EGNO15]). Moreover, D(G) is
the minimal local operator algebra of Kitaev’s quantum double model (see Section 3.3.7). ♦

Remark 3.6.3. The low energy effective theory of the quantum double model associated to a finite
group G is the 2+1D Dijkgraaf-Witten theory [DW90] of G with the trivial 3-cocycle. ♦

Remark 3.6.4. Kitaev’s quantum double lattice model associated to a group can be generalized to a
lattice model associated to a (weak) Hopf algebra [BMCA13, BK12, Cha14]. ♦

3.6.4 Ising type categories

There is an important family of (unitary) modular tensor categories called Ising type (unitary) modular
tensor categories.

An Ising type fusion category is a fusion category with three simple objects 1,σ,ψ and fusion rules

ψ⊗ψ= 1, ψ⊗σ = σ = σ⊗ψ, σ⊗σ = 1⊕ψ.

An Ising type modular tensor category is a modular tensor category whose underlying fusion category
is of Ising type. We list the classification of Ising type modular tensor categories as follows [DGNO10]:

• The fusion rules imply that each simple object in an Ising type fusion category is self-dual, and
FPdim(1) = FPdim(ψ) = 1, FPdim(σ) =

p
2.
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• There are 2 Ising type fusion categories (up to equivalence) labeled by a sign ±. Their nonzero
associators are given by

αψ,σ,ψ : (ψ⊗σ)⊗ψ= σ
−1
−→ σ =ψ⊗ (σ⊗ψ),

ασ,ψ,σ : (σ⊗ψ)⊗σ = 1⊕ψ
1⊕−1
−−−→ 1⊕ψ= σ⊗ (ψ⊗σ),

ασ,σ,σ : (σ⊗σ)⊗σ = (1⊗σ)⊕ (ψ⊗σ)
A±−→ (σ⊗ 1)⊕ (σ⊗ψ) = σ⊗ (σ⊗σ),

where

A± =
±1
p

2

�

1 1
1 −1

�

is the only difference between these two monoidal structures. The Ising type fusion categories
are also the Z2 Tambara-Yamagami categories [TY98].

• Each Ising type fusion category has 4 different braiding structures (up to equivalence), so there
are 8 different Ising type braided fusion categories (up to equivalence). These braided fusion
categories are labeled by a complex number ζ satisfying ζ8 = −1, and the underlying Ising type
fusion categories are determined by the sign ± in the following equation:

ζ2 + ζ−2 = ±
p

2.

Explicitly, the braiding structures of Ising type braided fusion categories are given by

cψ,ψ : ψ⊗ψ= 1
−1
−→ 1=ψ⊗ψ,

cσ,σ : σ⊗σ = 1⊕ψ
ζ⊕ζ−3

−−−→ 1⊕ψ= σ⊗σ,

cψ,σ : ψ⊗σ = σ
ζ4

−→ σ = σ⊗ψ,

cσ,ψ : σ⊗ψ= σ
ζ4

−→ σ =ψ⊗σ.

The other braidings are identities. Since cψ,σ ◦ cσ,ψ = ζ8 = −1, all Ising type braided fusion
categories have the trivial Müger center and thus are nondegenerate.

• For each Ising type braided fusion category, there are 2 different spherical structures, labeled by
a number ε= ±1. Their difference is the quantum dimension

dim(1) = dim(ψ) = 1, dim(σ) = ε(ζ2 + ζ−2).

So there are 16 different Ising type modular tensor categories (up to equivalence) labeled by a
pair (ζ,ε), and only 8 of them with dim(σ) = +

p
2 are unitary. The S matrix of an Ising type

modular category is

S =





1 1 ε(ζ2 + ζ−2)
1 1 −ε(ζ2 + ζ−2)

ε(ζ2 + ζ−2) −ε(ζ2 + ζ−2) 0



 .

If we only consider Ising type unitary modular tensor categories, the S matrix is

S =





1 1
p

2
1 1 −

p
2p

2 −
p

2 0



 .

• The T matrix of an Ising type modular category is

T =





1
−1

εζ−1



 .
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• The multiplicative central charge of an Ising type modular category is equal to Tσ = εζ−1. All 8
Ising type unitary modular tensor categories have different additive central charges, so we can
label them by their additive central charge c = 1/2, . . . , 15/2 (mod 8).

Remark 3.6.5. The well-known Ising vertex operator algebra, which appears in the minimal model
M(4, 3), has central charge 1/2. Its module category is the Ising type unitary modular tensor category
with additive central charge 1/2 (mod 8), i.e., the one corresponding to ζ = exp(−2πi/16) and ε =
+1. ♦

Remark 3.6.6. In a 2+1D topological superconductor (which can be viewed as an SPT order with only
the fermion parity symmetry), the particle-like topological defects form a symmetric fusion category
equivalent to sVec (see Example 3.4.71). These particle-like topological defects, together with vortices
form a unitary modular tensor category M which contains sVec. The well-known Kitaev’s 16-fold way
states that M depends on the Chern number ν modulo 16 [Kit06]. When ν is odd, M is the Ising type
unitary modular tensor category with additive central charge ν/2 (mod 8); when ν is even, M is a
pointed unitary modular tensor category (see Section 3.6.5). All 16 different unitary modular tensor
categories are minimal modular extensions of sVec [Kit06, DGNO10]. ♦

3.6.5 Pointed modular tensor categories and metric groups

Theorem 3.6.7. Let C be a fusion category and x ∈ C. Then the following statements are equivalent:

(a) The creation morphism bx : 1 → x ⊗ x L and annihilation morphism dx : x L ⊗ x → 1 are both
isomorphisms.

(b) There exists an object y ∈ C such that x ⊗ y ≃ 1≃ y ⊗ x .

(c) FPdim(x) = 1.

Proof. Clearly (a) implies (b). Suppose there exists an object y ∈ C such that x⊗y ≃ 1≃ y⊗x . Then the
matrix Nx of left multiplication by x is a permutation matrix, whose largest non-negative eigenvalue
must be 1. Thus (b) implies (c). To prove that (c) implies (a), note that FPdim(x L) = FPdim(x)
(because the matrix Nx L is the transpose of Nx) and thus FPdim(x ⊗ x L) = FPdim(x)FPdim(x L) = 1.
Then the nonzero morphisms bx and dx have to be isomorphisms. □

Definition 3.6.8. Let C be a fusion category. An object in C is called invertible if it satisfies one (and
hence all) of the conditions in Theorem 3.6.7. We say C is pointed if every simple object in C is invert-
ible. ■

Given a pointed fusion category C, its isomorphism classes of simple object form a finite group
Irr(C) =: G under the tensor product. Thus C ≃ VecG as categories and the tensor product functor of
C is the same as VecG . Moreover, the pentagon equation implies that the associator is determined by a
3-cocycle ω ∈ Z3(G;C×) (see Example 3.4.24). Thus C≃ VecωG as fusion categories.

Now suppose C is a pointed braided fusion category. As a fusion category we can assume that C =
VecωG for some finite group G andω ∈ Z3(G;C×). The existence of braiding implies that G is an abelian
group. Similar to the associator, the braiding structure is determined by a function c : G×G→ C× that
satisfies the following two hexagon equations for any g, h, k ∈ G:

ω(g, h, k)c(g, hk)ω(h, k, g) = c(g, h)ω(h, g, k)c(g, k),

ω(g, h, k)−1c(gh, k)ω(k, g, h)−1 = c(h, k)ω(g, k, h)−1c(g, k).

Such a pair of functions (ω, c) is called an abelian 3-cocycle. This braided fusion category is also denoted
by Vec(ω,c)

G .

In the following we give another description of pointed braided fusion categories.

Definition 3.6.9. Let G be an abelian group. A quadratic form on G is a map q : G → C× such that
q(g) = q(g−1) and the symmetric function b : G × G→ C× defined by

b(g, h) :=
q(gh)

q(g)q(h)
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is a bicharacter, i.e., b(g1 g2, h) = b(g1, h)b(g2, h) for all g1, g2, h ∈ G. The symmetric bicharacter b is
called the associated bicharacter of q. We say q is nondegenerate if b is, i.e., b(g, h) = 1 for all h ∈ G if
and only if g = e is the unit.

A pre-metric group is a finite abelian group G equipped with a quadratic form q. If q is nondegen-
erate, then (G, q) is called a metric group. ■

Consider a pointed braided fusion category C. By the above discussion, we can assume that C =
Vec(ω,c)

G . Define
q(g) := c(g, g), g ∈ G.

It follows from the pentagon and hexagon equations that q is a quadratic form and the associated
bicharacter is

b(g, h) := c(g, h)c(h, g), g, h ∈ G.

Then (G, q) is called the associated pre-metric group of C.
Conversely, two pointed braided fusion categories are equivalent if and only if their associated pre-

metric groups are isomorphic [JS93, Qui99, DGNO10]. In other words, for any pre-metric group (G, q)
there exists a unique (up to equivalence) pointed braided fusion category, denoted by C(G, q), such that
its associated pre-metric group is isomorphic to (G, q).

Exercise 3.6.10. Let (G, q) be a pre-metric group. Prove that C(G, q) is symmetric if and only if q : G→
C× is a group homomorphisms satisfying q(g) = ±1 for all g ∈ G. Furthermore, in this case we have
C(G, q)≃ Rep(Ĝ, q) as symmetric fusion categories, where Ĝ := Hom(G,C×) is the dual group of G.

There is a unique spherical structure on C(G, q) such that the quantum dimension of every simple
object is 1 (see Remark 3.4.62). Thus C(G, q) is a pre-modular category. Its S matrix is give by

Sg,h = b(g, h−1) = b(g, h−1),

and the T matrix is given by
Tg = q(g).

Hence C(G, q) is a modular tensor category if and only if q is nondegenerate, i.e., (G, q) is a metric
group.

Remark 3.6.11. An anomaly-free 2d topological order C is called an abelian topological order if the
modular tensor category C of particle-like topological defects is pointed. This name is because the
mutual-statistics, i.e., the braiding cx ,y for simple topological defects x , y , are complex numbers (abelian
phase), not matrices (non-abelian phase). ♦

Remark 3.6.12. The toric code model realizes an abelian topological order. Mathematically, TC is a
pointed modular tensor category and the corresponding metric group is (Z2 ×Z2, q) where q(a, b) :=
(−1)ab, a, b ∈ {0, 1} = Z2. More generally, the quantum double category DA of a finite abelian group
A is a pointed modular tensor category and the corresponding metric group is (A× Â, q), where Â :=
Hom(A,C×) is the dual group of A and the quadratic form q is defined by q(a,χ) := χ(a). ♦

Remark 3.6.13. Physically, every anomaly-free 2d abelian topological order can be realized by a 2+1D
U(1) Chern-Simons theory [BW90a, BW90b, BW91, Rea90]:

S =
1

4π

∫

KI J aI ∧ daJ , (3.6.1)

where aI for I = 1, . . . , n are U(1) gauge fields (1-forms), and the n-by-n matrix K = (KI J ) satisfies the
following conditions:

1. All components of K are integers, and the diagonal components of K are even.

2. K is symmetric.

3. The determinant of K is non-zero.
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Mathematically, K can be equivalently replaced by a nondegenerate even integral lattice L. There is a
metric group (G, q) associated to such a matrix K . First, the matrix K can be viewed as a homomorphism
K : Zn → Zn, and we define G := coker(K) = Zn/ im(K), called the discriminant group of K . In other
words, G is the group of equivalence classes of integral column vectors where the equivalence relation
is generated by v ∼ v+Kl. In the language of lattices, G is the quotient L∨/L, where L∨ := HomZ(L,Z)
is the dual of L. The quadratic form q is defined by

q([v]) := exp(πi · vTK−1v), v ∈ Zn.

The associated bicharacter is

b([v], [w]) = exp(2πi · vTK−1w), v, w ∈ Zn.

It is not hard to verify that q is nondegenerate. The category of particle-like topological defects of
the topological order realized by (3.6.1) is equivalent to the pointed modular tensor category C(G, q)
[WZ92, BW90b].

Some properties of C(G, q) can be obtained directly from the matrix K . The number of isomorphism
classes of simple objects is |G| = |det K |. The additive central charge of C(G, q) is equal to the number
of positive eigenvalues of K minus the number of negative eigenvalues modulo 8 [Mil74] (see also
[MH73, Appendix 4] for a proof).

Different K matrices are said to be equivalent if they realize physically equivalent theories. The
equivalence relation is generated by:

(a) K ∼ PKP−1 where P ∈ GL(n,Z). This relation means the basis change of gauge fields is irrelevant.

(b) K ∼ K ⊕σx . The matrix σx realizes the trivial 2d topological order. So this relation means the
trivial 2d topological order is the unit under stacking.

Every metric group can be realized as the discriminant group of a K matrix [Wal63]. As an example,
the modular tensor category TC can be constructed from

K =
�

0 2
2 0

�

.

In general, different K matrices may have isomorphic discriminant groups. ♦

3.6.6 Categories associated to the Lie algebra sl2

Let us recall the basic representation theory of the Lie algebra sl2 := sl(2,C). The category Rep(sl2)
of finite-dimensional representations of sl2 is almost a fusion category, except that there are infinite
simple objects up to isomorphism. Indeed, for any n ∈ N, there exists a unique (up to isomorphism)
irreducible representation of dimension (n + 1), denoted by Vn. Usually Vn is called the spin-(n/2)
representation. The tensor product of two irreducible representations is decomposed as the direct sum
of irreducible representations by the Clebsch-Gordan rule:

Vn ⊗ Vm =
min{n,m}
⊕

i=0

Vn+m−2i = V|n−m| ⊕ V|n−m|+2 ⊕ · · · ⊕ Vn+m.

We may expect to ‘truncate’ Rep(sl2) to get a fusion category. One way is to ‘deform’ the enveloping
algebra of sl2 and consider certain representations of the deformed algebra.

Let k ∈ N be a non-negative integer (called the level). For every integer a ∈ Z such that the greatest
common divisor of a and (k + 2) is 1, let q = eaπi/(k+2) (i.e., q2 is a primitive (k + 2)-th root of unity)
and t be a square root of q. Then there is an associated pre-modular category denoted by C(sl2, q, t)
[RT91]. We list some data in the following:

• There are (k+ 1) simple objects (up to isomorphism) denoted by V0, . . . , Vk.

• The fusion rule is given by the truncated Clebsch-Gordan rule:

Vn ⊗ Vm =
min{n,m}
⊕

i=max{n+m−k,0}
Vn+m−2i =

¨

V|n−m| ⊕ V|n−m|+2 ⊕ · · · ⊕ Vn+m, n+m≤ k;

V|n−m| ⊕ V|n−m|+2 ⊕ · · · ⊕ V2k−(n+m), n+m> k.
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In other words, the fusion rule is the same as the usual Clebsch-Gordan rule if n+m ≤ k; when
n + m > k, the undefined terms (Vi with i > k) are deleted and also their mirror images with
respect to the point (k+ 1). The tensor unit is V0 and each Vn is self-dual.

• Define

[n]q :=
qn − q−n

q− q−1
= qn−1 + qn−3 + · · ·+ q−n+1.

The Frobenius-Perron dimension of Vn is FPdim(Vn) = [n + 1]q1
, where q1 := eπi/(k+2). The

Frobenius-Perron dimension of the fusion category C(sl2, q, t) is

FPdim(C(sl2, q, t)) =
k+ 2

2sin2( πk+2 )
.

The quantum dimension of Vn is dim(Vn) = [n+ 1]q, and the quantum dimension of C(sl2, q) is

dim(C(sl2, q, t)) =
k+ 2

2sin2( aπ
k+2 )

.

• The S matrix is

Snm := SVn,Vm
= [(n+ 1)(m+ 1)]q =

sin( a(n+1)(m+1)π
k+2 )

sin( aπ
k+2 )

.

• The T matrix is
Tn := TVn

= tn(n+2).

The underlying fusion category of C(sl2, q, t) only depends on q but not t. The pre-modular category
C(sl2, q, t) is modular if and only if a is odd [Bru00]. In particular, when k is even, a must be odd and
hence C(sl2, q, t) is modular.

Remark 3.6.14. Let us prove that C(sl2, q, t) is modular if and only if a is odd by direct computations.
We have

sin
� aπ

k+ 2

�2
k
∑

l=0

SnlSml =
k+1
∑

l=1

sin
�a(n+ 1)lπ

k+ 2

�

sin
�a(m+ 1)lπ

k+ 2

�

= −
1
2

k+1
∑

l=0

�

cos
�a(n+m+ 2)lπ

k+ 2

�

− cos
�a(n−m)lπ

k+ 2

�

�

.

Note that for θ = arπ/(k+ 2) where r ∈ Z, we have

k+1
∑

l=0

cos(lθ ) = Re
�

k+1
∑

l=0

eilθ
�

=

¨

k+ 2, eiθ = 1,

Re
�

1−ei(k+2)θ

1−eiθ

�

, eiθ ̸= 1,

=







k+ 1, eiθ = 1,

0, eiθ ̸= 1, ar even,

Re
�

2
1−eiθ

�

= 1, eiθ ̸= 1, ar odd.

Thus when a is odd we have

k
∑

l=0

SnlSml = sin
� aπ

k+ 2

�−2 ·
k+ 2

2
δn,m = dim(C(sl2, q, t))δn,m.

This orthogonality relation implies the nondegeneracy of the S matrix. When a is even we have Sn,m =
−Sn,k−m, thus the S matrix is degenerate. ♦
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Remark 3.6.15. Note that Vk ⊗ Vk = V0 and the only invertible objects in C(sl2, q) are V0 and Vk (up to
isomorphism). The fusion subcategory generated by V0 and Vk is denoted by C(sl2, q, t)×. We have

dim(Vk) = [k+ 1]q = (−1)a+1,

and
Tk = tk(k+2).

Hence, when k is even, the pre-modular category C(sl2, q, t)× only depends on q but not t. It is sym-
metric and equipped with the canonical ribbon structure (see Example 3.4.81). When k is odd, the
pre-modular category C(sl2, q, t)× is modular if and only if a is odd. ♦

Let us consider the fusion subcategory of C(sl2, q, t) generated by integer-spin representations {Vn |
n even}. We denote this fusion subcategory by C(sl2, q, t)+. It only depends on q but not t. When k
is odd, C(sl2, q, t)+ is modular. When k is even, the pre-modular category C(sl2, q, t)+ is not modular
because Sn,m = Sn,k−m for even n, m.

Remark 3.6.16. Let us prove that C(sl2, q, t)+ is modular when k is odd by direct computations. For
n, m even, we have

sin
� aπ

k+ 2

�2
(k−1)/2
∑

l=0

Sn,2lSm,2l =
(k−1)/2
∑

l=0

sin
�a(n+ 1)(2l + 1)π

k+ 2

�

sin
�a(m+ 1)(2l + 1)π

k+ 2

�

= −
1
2

(k−1)/2
∑

l=0

�

cos
�a(n+m+ 2)(2l + 1)π

k+ 2

�

− cos
�a(n−m)(2l + 1)π

k+ 2

�

�

.

Note that for θ = arπ/(k+ 2) where r ∈ 2Z, we have

(k−1)/2
∑

l=0

cos((2l + 1)θ ) = Re
�

(k−1)/2
∑

l=0

ei(2l+1)θ
�

=

¨

Re
�

eiθ · (k+ 1)/2
�

, ei2θ = 1,

Re
�

eiθ−ei(k+2)θ

1−ei2θ

�

, ei2θ ̸= 1,

=

¨

(k+ 1)/2, r/(k+ 2) ∈ Z,

Re
� −1

1+eiθ

�

= −1/2, r/(k+ 2) /∈ Z.

Thus we have

(k−1)/2
∑

l=0

Sn,2lSm,2l = sin
� aπ

k+ 2

�−2 ·
k+ 2

4
δn,m =

1
2

dim(C(sl2, q, t))δn,m.

Also we know that 2 dim(C(sl2, q, t))+ = dim(C(sl2, q, t)). ♦

Remark 3.6.17. When k is odd, we also have C(sl2, q, t)≃ C(sl2, q, t)+ ⊠C(sl2, q, t)×. ♦

Example 3.6.18. Let us consider the case k = 3. In this case the fusion subcategory C(sl2, q, t)+ has
two simple objects (up to isomorphism) 1 := V0, X := V2. The fusion rule is given by X ⊗ X = 1⊕ X . It
follows that the Frobenius-Perron dimension of X is FPdim(X ) = (1+

p
5)/2.

When q = eπi/5, this fusion subcategory is unitary and the quantum dimension of X is 1+2cos( 2π
5 ) =

(1+
p

5)/2. When q = e2πi/5, this fusion subcategory is not unitary and the quantum dimension of X
is 1+ 2 cos( 4π

5 ) = (1−
p

5)/2. Both of them are modular categories. ♥

We are mainly interested in the case that q = eπi/(k+2) and t = eπi/2(k+2). In this case C(sl2, q, t) is
a unitary modular tensor category and also denoted by C(sl2, k). It is also equivalent to the category
of integrable modules of level k over the affine Lie algebra csl2 [BK01]. Its additive central charge is
3k/(k+ 2) (mod 8). Some examples are listed below:

• For k = 0, C(sl2, 0) is the trivial unitary modular tensor category Hilb.
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• For k = 1, C(sl2, 1) is a pointed modular category, and the associated metric group is (Z2,φ)
where φ(n) = in for n ∈ Z2.

• For k = 2, C(sl2, 2) is an Ising type unitary modular tensor category with 1 := V0,σ := V1,ψ := V2.
The additive central charge is 3/2 (mod 8). This Ising type unitary modular tensor category
corresponds to ζ= exp(10πi/16) and ε= −1.

Remark 3.6.19. The above constructions can also be generalized to any finite-dimensional simple Lie
algebras. See the appendix of [TW97] for references of constructions. ♦

Remark 3.6.20. The SU(2) Chern-Simons theory

S =
k

4π

∫

tr
�

A∧ dA+
2
3

A∧ A∧ A
�

realizes a 2d topological order (2+1D topological quantum field theory [Wit89]) and the corresponding
modular tensor category is C(sl2, k) [RT91]. ♦

Remark 3.6.21. The modular tensor category C(sl2, k) can also be obtained from the vertex operator
algebra (VOA) associated to the affine Lie algebra ŝl2 at level k [Hua08a, Hua08b]. More generally, it
was proved by Huang that the category of modules over a VOA, which satisfies certain properties (i.e.
a rational VOA), is a modular tensor category [Hua08a, Hua08b]. ♦

3.7 Chiral central charges

Besides the topological defects, there is another observable of an anomaly-free stable 2d topological
order, called the chiral central charge.

An anomaly-free stable 2d topological order C can have gapless 1d boundaries. The gapless modes
on a boundary can carry energy and leads to thermal transport. The energy current I along the boundary
is proportional to the square of the temperature T (which is assumed to be much smaller than the energe
gap) [KF97, CHZ02]:

I =
π

12
cT 2.

This is called the thermal Hall effect. The coefficient c is called the chiral central charge. Intuitively, it
counts the number of chiral modes minus the number of anti-chiral modes. Surprisingly, it only depends
on the bulk topological order C.

There is another interpretation of the chiral central charge. Usually the low energy effective theory
of a gapless 1d boundary of C is a conformal field theory (CFT). A CFT gives a representation of the
Virasoro algebra and thus determines a chiral central charge c:

[Lm, Ln] = (m− n)Lm+n +
c

12
(m3 −m)δm+n,0.

All gapless 1d boundaries of C have the same chiral central charge [KZ20, KZ21]. Therefore, the chiral
central charge is an observable of the bulk topological order C and we denote it by c(C). Moreover, the
additive central charge c(C) of the modular tensor category C of particle-like topological defects of C is
equal to c(C) modulo 8 [FG90, Reh90, KZ20, KZ21].

It is believed that an anomaly-free 2d topological order C is determined by the pair (C, c(C)), where
C is the unitary modular tensor category of particle-like topological defects of C and c(C) is the chiral
central charge of C.

Example 3.7.1. Consider an abelian topological order realized by a U(1) Chern-Simons theory (3.6.1).
Its chiral central charge is equal to the number of positive eigenvalues of the K matrix minus the number
of negative eigenvalues. ♥

Remark 3.7.2. An nd anomaly-free topological order Cn is called invertible if it is invertible under the
stacking operation [KW14], i.e., there exists an nd topological Dn such that the stacking Cn ⊠Dn = 1n
is the trivial nd topological order. The invertible topological orders (or invertible topological field
theories), as well as symmetry protected topological (SPT) orders, can be classified by using methods
in algebraic topology (for example, see [FT14, Fre14, FH21, Kap14c, Kap14a, KTTW15, Kit13, Kit15,
GJF19b]). ♦
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Remark 3.7.3. In 2d, it is believed that a topological order C is invertible if and only if there is no
nontrivial particle-like topological defect, i.e., C ≃ Vec. There is a nontrivial invertible 2d topological
order called the E8 topological order [Kit06, Kit11]. It has a gapless boundary described by the so-called
E8 CFT, whose chiral central charge is 8.

If two topological orders C,D have the same unitary modular tensor category of particle-like topo-
logical defects C = D, then it is believed that they are only differed by several copies of the E8 topo-
logical order. More precisely, the stacking of C and n copies of the E8 topological order is D, where
n= (c(D)− c(C))/8 ∈ Z. ♦

Remark 3.7.4. The E8 topological order can be realized by a 2+1D U(1) Chern-Simons theory (3.6.1)
with the K matrix give by the Cartan matrix of the E8 Lie algebra (or equivalently, the E8 root lattice).
Conversely, an invertible 2d topological order is an abelian topological order, thus can be realized by
a U(1) Chern-Simons theory with |det(K)| = 1. Such K matrices (or equivalently, unimodular even
lattices), up to equivalence, is the direct sum of several copies of the E8 Cartan matrix (or equivalently,
the E8 root lattice) [Ser73]. ♦
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4 Topological orders in 1d

4.1 Boundary theories of the toric code model

There are two different gapped boundaries of the toric code model, which was proposed by Bravyi and
Kitaev [BK98]. As depicted in Figure 43, the top one is called the smooth boundary, while the bottom
one is called the rough boundary. The Hilbert space of the model is the same as the original toric code
model, i.e., there is a spin-1/2 on each edge. But there is no spin on the dashed edges on the rough
boundary. The Av and Bp operators in the bulk are the same as in the original toric code model, and the
Av and Bp operators on the boundaries are defined to be, for example, Av = σ1

xσ
2
xσ

3
x and Bp = σ5

zσ
6
zσ

7
z

in Figure 43.

v

p

1 2

3

5

6 7

Figure 43: the smooth and rough boundary of the toric code model

In the presence of two types of boundaries, all Av and Bp operators are still mutually commutative.
Thus we can easily find the topological excitations as in the original toric code model. If there is an m
particle near the smooth boundary, it can be annihilated to the ground state by a σx operator, which
is a local operator on the smooth boundary. But if there is an e particle near the smooth boundary, it
cannot be annihilated by local operators on the boundary (see Figure 44). It follows that there are two
simple topological excitations on the smooth boundary: the trivial one 1 and the nontrivial one, which
is denoted by E.

Similarly, on the rough boundary one can use a σz to annihilate an e particle; an m particle stays
at the boundary and is denoted by M (see Figure 44).

e

e

E

1

σz

m

m

M

1
σx

Figure 44: topological excitations on two boundaries

Remark 4.1.1. The smooth boundary is also called the m-condensed boundary while the rough bound-
ary is called the e-condensed boundary, because they can be obtained by condensing m particles or e
particles respectively. Mathematically, these condensation processes are described by Lagrangian al-
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gebras 1 ⊕ m and 1 ⊕ e in the modular tensor category TC, respectively. More generally, all gapped
boundaries of a 2d topological order can be obtained by anyon condensation [Kon14a]. ♦

To compare the topological defects in the bulk and on the boundaries, we can move bulk topological
defects to boundaries by using string operators. Such operations define two maps: the bulk-to-smooth-
boundary map is

1, m 7→ 1, e, f 7→ E, (4.1.1)

and the bulk-to-rough-boundary map is

1, e 7→ 1, m, f 7→ M . (4.1.2)

It seems that moving bulk topological defects to boundaries loses information. For example, both 1
and e become trivial after moving to the rough boundary. Is it possible to distinguish e from 1 by using
the data on the rough boundary?

Consider the following configuration as depicted in Figure 45. There is an M particle on the rough
boundary and an e particle on the right hand side of M , which is created by a local operator σz near
the rough boundary. Then we use an e string operator to move it from the right hand side of M to the
left. Finally we annihilate it by a σz operator near the rough boundary.

M
ee

σz σz σz

σzσz

σzσz

=

Bp

Bp

Bp

Bp

Bp

Bp

Figure 45: the half-braiding of e and M

This process can be viewed as happening on the rough boundary, thus defines an instanton from
M = M ⊗ 1 to M = 1⊗ M . Let us compute this instanton explicitly. As an operator, this process is an
e string operator, which is precisely equal to the product of all Bp operators encircled by the path of e.
So it acts on the M particle as −1. In other words, this instanton is

M ⊗ 1= M
−1
−→ M = 1⊗M .

We say the half-braiding of e with M is −1. Similarly, we can consider the case that there is no M
particle in the region enclosed by the path of e. This gives the half-braiding of e with 1, which should
be +1.

We list these properties of e particles in the following:

e = (1,1⊗ 1
+1
−→ 1⊗ 1, M ⊗ 1

−1
−→ 1⊗M).

(a) The first component 1 means an e particle becomes 1 after moving to the rough boundary.

(b) The second component means the half-braiding of e with 1 is +1.

(c) The third component means the half-braiding of e with M is −1.

Here the equal sign means we label e by these data. Note that this triple only involves the data on the
rough boundary.

Similarly, all particle-like topological defects in the bulk can be labeled in this way [HZZK+22]:






















1= (1,1⊗ 1
+1
−→ 1⊗ 1, M ⊗ 1

+1
−→ 1⊗M),

e = (1,1⊗ 1
+1
−→ 1⊗ 1, M ⊗ 1

−1
−→ 1⊗M),

m= (M ,1⊗M
+1
−→ M ⊗ 1, M ⊗M

+1
−→ M ⊗M),

f = (M ,1⊗M
+1
−→ M ⊗ 1, M ⊗M

−1
−→ M ⊗M).

(4.1.3)
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Although different bulk topological defects may become the same after moving to the boundary, we can
still distinguish them by their half-braidings. In this sense, we recover the bulk topological order from
the rough boundary!

We can also use the smooth boundary to recover the bulk topological order:






















1= (1,1⊗ 1
+1
−→ 1⊗ 1, E ⊗ 1

+1
−→ 1⊗ E),

m= (1,1⊗ 1
+1
−→ 1⊗ 1, E ⊗ 1

−1
−→ 1⊗ E),

e = (E,1⊗ E
+1
−→ E ⊗ 1, E ⊗ E

+1
−→ E ⊗ E),

f = (E,1⊗ E
+1
−→ E ⊗ 1, E ⊗ E

−1
−→ E ⊗ E).

(4.1.4)

These examples suggest that an anomaly-free stable 2d topological order can be recovered from a
gapped boundary.

Remark 4.1.2. With respect to the rough boundary, we have ce,m = +1 and cm,e = −1 because the
half-braiding of e with M is −1 and the half-braiding of m with 1 is +1. Similarly, with respect to the
smooth boundary, we have ce,m = −1 and cm,e = +1. ♦

Remark 4.1.3. A topological phase transition between two boundaries of the toric code model was
studied in [CJKYZ20]. ♦

4.2 Gapped boundaries of 2d topological orders

Most structures and properties developed in Section 3.4 are still valid in 1d, except the braiding and
ribbon structures. So we conclude that the topological defects of a stable 1d topological order A form
a (unitary) fusion category A. By definition, A is the topological skeleton of A.

Remark 4.2.1. In 1d we are also interested in unstable topological orders. Without the stability, the
topological skeleton of a 1d topological order is a (unitary) multi-fusion category, whose tensor unit 1
is potentially non-simple: 1=

⊕

i 1i . Physically it means that the ground state subspace is degenerate,
and each simple direct summand 1i is generated by a ground state. Unstable topological orders and
multi-fusion categories usually appear in dimensional reduction processes, which are discussed later.♦

4.2.1 Bulk-to-boundary map as a monoidal functor

Consider an anomaly-free stable 2d topological order C and a stable gapped 1d boundary A, whose
particle-like topological defects form a (unitary) modular tensor category C and a (unitary) fusion
category A, respectively. Let x ∈ C be a bulk topological defect. If we move it to the boundary, it
becomes a boundary topological defect, denoted by F(x) ∈ A (see Figure 46). This defines a map F
from the set of bulk topological defects (i.e., objects of C) to the set of boundary topological defects
(i.e., objects of A).

C

A
x

x

F(x)

x

=

Figure 46: the bulk-to-boundary map F

Remark 4.2.2. The boundary of C is not a geometric boundary (the bottom straight line in Figure 46),
but the neighborhood of this line. The ‘width’ of the boundary depends on the length scale and is not
important at a fixed point of the renormalization flow. When we say “moving x to the boundary”, what
we mean is “moving x very close to the boundary”, and how x is close to the boundary depends on
the length scale. So the boundary topological defect F(x) is indeed a topological defect x near the
boundary. ♦
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We do not only move topological defects, but also the world lines and instantons attached to them.
Hence F is indeed a functor F : C→ A. Moreover, F should preserve the fusion of topological defects,
i.e., two different ways of moving two topological defects to the boundary should give the same result.
In other words, F(x)⊗ F(y) should be the same as F(x ⊗ y). We do not require that they are precisely
equal, but expect an isomorphism F2

x ,y : F(x)⊗ F(y)→ F(x ⊗ y), which is a part of the structure of the
bulk-to-boundary-map. Moreover, F2

x ,y should satisfy some obvious coherence conditions. These data
and properties of the bulk-to-boundary map can be summarized to the following definition.

Definition 4.2.3. Let C,D be monoidal categories. A monoidal functor F : C → D consists of the fol-
lowing data:

• a functor F : C→D;

• a natural isomorphism F2
x ,y : F(x)⊗ F(y)→ F(x ⊗ y);

• an isomorphism F0 : 1D→ F(1C);

and these data satisfy the following conditions:

1. For any x , y, z ∈ C, the following diagram commutes:

(F(x)⊗ F(y))⊗ F(z)
αDF(x),F(y),F(z) //

F2
x ,y⊗idF(z)

��

F(x)⊗ (F(y)⊗ F(z))

idF(x)⊗F2
y,z

��
F(x ⊗ y)⊗ F(z)

F2
x⊗y,z

��

F(x)⊗ F(y ⊗ z)

F2
x ,y⊗z

��
F((x ⊗ y)⊗ z)

F(αCx ,y,z) // F(x ⊗ (y ⊗ z))

(4.2.1)

2. For any x ∈ C, the following two diagrams commute:

F(1C)⊗ F(x)
F2

1,x // F(1C ⊗ x)

F(λCx )
��

1D ⊗ F(x)
λDF(x) //

F0⊗idF(x)

OO

F(x)

F(x)⊗ F(1C)
F2

x ,1 // F(x ⊗ 1C)

F(ρC
x )

��
F(x)⊗ 1D

ρD
F(x) //

idF(x)⊗F0

OO

F(x)

(4.2.2)

A monoidal functor that is also an equivalence is called a monoidal equivalence. ■

Hence, the bulk-to-boundary map F is a monoidal functor.

Example 4.2.4. Let G be a finite group and H be a subgroup of G. Each G-representation is naturally
an H-representation by ‘forgetting’ the action of the group elements that are not in H. This defines a
forgetful functor

F : Rep(G)→ Rep(H)
(V,ρ) 7→ (V,ρ|H).

Then F is a monoidal functor with F2 and F0 are both identities. Note that when H is the trivial group
this recovers the forgetful functor Rep(G)→ Vec defined in Example 3.3.39. ♥

Example 4.2.5. Let G be a finite group and ω1,ω2 ∈ Z3(G;C×). Suppose F : Vecω1
G → Vecω2

G is a
monoidal functor whose underlying functor is identity. The natural isomorphism F2 is defined by

F2
g,h : C(g) ⊗C C(h)→ C(g) ⊗C C(h)

1⊗C 1 7→ β(g, h) · 1⊗C 1
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for some nonzero complex number β(g, h) ∈ C×. Then the commutative diagram (4.2.1) translates to

ω1(g, h, k)β(gh, k)β(g, h) = β(g, hk)β(h, k)ω2(g, h, k), ∀g, h, k ∈ G. (4.2.3)

Define

(dβ)(g, h, k) :=
β(h, k)β(g, hk)
β(gh, k)β(g, h)

.

Then (4.2.3) can be rewritten as ω1 = ω2 · dβ . The operator d is usually called the differential. It is
straightforward to check that dβ ∈ Z3(G;C×) is a 3-cocycle. A 3-cocycle obtained by the differential
is called a 3-coboundary. The space of 3-coboundaries (valued in C×) is denoted by B3(G;C×). The
quotient group H3(G;C×) := Z3(G;C×)/B3(G;C×) is called the third group cohomology group of G (with
coefficients in C×).

Similarly, the other two commutative diagrams in (4.2.2) imply that the morphism F0 is equal to
(ϵ2/ϵ1)β(e, e)−1 · idC[e] . Hence we conclude that such a monoidal equivalence F exists if and only if ω1
and ω2 are contained in the same cohomology class. In other words, the monoidal structures on the
category VecG with the tensor product induced by the multiplication of G are classified by H3(G;C×)
up to equivalence. ♥

Remark 4.2.6. For each integer n > 1 we have H3(Zn;C×) ≃ Zn. For n = 2, the function defined as
follows is a 3-cocycle:

ω(a, b, c) =

¨

−1, a = b = c = 1,

+1, otherwise.

This 3-cocyle ω ∈ Z3(Z2;C×) is not a 3-coboundary. In other words, it represents the nontrivial coho-
mology class in H3(Z2;C×)≃ Z2. ♦

Remark 4.2.7. For every finite group G, the inclusion U(1) ,→ C× induces a group isomorphism
H3(G;U(1))→ H3(G;C×). ♦

Exercise 4.2.8. Let G be an abelian group. Recall that the delooping category BG is monoidal and the
left and right unitors λ∗ = ρ∗ can be arbitrary (see Example 3.4.25). Show that difference choices of
the unitors give equivalent monoidal categories.

Definition 4.2.9. Let C,D be braided monoidal categories. A braided monoidal functor (or simply a
braided functor) F : C→D is a monoidal functor F : C→D such that the following diagram commutes
for any x , y ∈ C:

F(x)⊗ F(y)
F2

x ,y //

cDF(x),F(y)
��

F(x ⊗ y)

F(cCx ,y )

��
F(y)⊗ F(x)

F2
y,x // F(y ⊗ x)

A braided monoidal functor that is also an equivalence is called a braided monoidal equivalence. ■

Definition 4.2.10. Let C,D be monoidal categories and F, G : C→D be monoidal functors. A monoidal
natural transformation α: F ⇒ G is a natural transformation α: F ⇒ G satisfying the following condi-
tions:

1. For any x , y ∈ C, the following diagram commutes:

F(x)⊗ F(y)
F2

x ,y //

αx⊗αy

��

F(x ⊗ y)

αx⊗y

��
G(x)⊗ G(y)

G2
x ,y // G(x ⊗ y)
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2. The following diagram commutes:

1D
F0
//

G0
""

F(1C)

α1

��
G(1C)

A monoidal natural transformation that is also a natural isomorphism is called a monoidal natural
isomorphism. ■

Example 4.2.11. Let G be a finite group and F : Rep(G)→ Vec be the forgetful functor. Let us find the
group of monoidal isomorphisms from F to itself (also called a monoidal natural automorphism on F).

In Example 3.3.44 we have constructed a natural isomorphism αg : F ⇒ F for each g ∈ G defined
by

α
g
(V,ρ)

:= ρ(g): V → V, (V,ρ) ∈ Rep(G).

It is easy to see that every αg is a monoidal natural isomorphism. Conversely, every monoidal natural
automorphism on F has to be of the form αg for some g ∈ G. The proof is not very hard but we do not
give it here. In other words, the assignment g 7→ αg defines a group isomorphism from G to the group
Aut⊗(F) of monoidal natural automorphisms on F . This is a special case of the Tannaka-Krein duality
[Tan39, Kre49]. ♥

4.2.2 Half-braidings and central functors

Now suppose there is a bulk topological defect x ∈ C and a boundary topological defect a ∈ A. Recall
that the boundary topological defect F(x) is just x near the boundary, so we can freely move F(x) along
the boundary, regardless of the topological defects ‘on’ the boundary. In other words, moving x to the
left or right side of a and then fusing them together should give the same result (see Figure 47). Thus
we get an isomorphism (instanton) σa,x : a⊗ F(x)→ F(x)⊗a. The family {σa,x : a⊗ F(x)→ F(x)⊗a}
should be natural in both a ∈ A and x ∈ C because instantons can be freely moved along the worlds
lines.

C

Aa

x

F(x) F(x)

(a) in 2d space

C

Aa F(x)

(b) in 2+1D spacetime

Figure 47: the half-braiding of F(x) with a

The following figures show that the family {σa,x} should satisfy some properties. Figure 48 shows
that if there are two boundary topological defects and one bulk topological defects, two different ways
of half-braidings should be the same.

C

Aa b

x

F(x) F(x) F(x)

=⇒

a⊗ b⊗ F(x)
σa⊗b,x //

ida ⊗σb,x &&

F(x)⊗ a⊗ b

a⊗ F(x)⊗ b
σa,x⊗idb

88

Figure 48: the first property of the half-braiding
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Figure 49 shows that if there are two bulk topological defects and one boundary topological defects,
two different ways of half-braidings should be the same.

C

Aa

x y

F(x) F(x)F(y) F(y)

=⇒

a⊗ F(x)⊗ F(y)
ida ⊗F2

x ,y //

σa,x⊗idF(y)��

a⊗ F(x ⊗ y)

σa,x⊗y

��

F(x)⊗ a⊗ F(y)
idF(x)⊗σa,y��

F(x)⊗ F(y)⊗ a
F2

x ,y⊗ida // F(x ⊗ y)⊗ a

Figure 49: the second property of the half-braiding

Figure 50 shows that by moving bulk topological defects to the boundary, the braiding of two bulk
topological defects becomes the half-braiding of two boundary topological defects.

C

AF(x)F(y) F(y)

xy y

=⇒
F(x)⊗ F(y)

F2
x ,y //

σF(x),y

��

F(x ⊗ y)

F(cx ,y )

��
F(y)⊗ F(x)

F2
y,x // F(y ⊗ x)

Figure 50: the third property of the half-braiding

In the above three commutative diagrams, we ignore the monoidal structures (associators) of C and
A. The half-braidings and their properties are summarized to the following definition [Bez04].

Definition 4.2.12. Let C be a braided monoidal category and A be a monoidal category. A central
structure of a monoidal functor F : C→ A is a natural isomorphism σa,x : a⊗ F(x)→ F(x)⊗ a, where
x ∈ C and a ∈A, such that the following conditions hold:

1. For any x ∈ C and a, b ∈A, the following diagram commutes:

a⊗ b⊗ F(x)
σa⊗b,x //

ida ⊗σx ,b &&

F(x)⊗ a⊗ b

a⊗ F(x)⊗ b
σa,x⊗idb

88
(4.2.4)

2. For any x , y ∈ C and a ∈A, the following diagram commutes:

a⊗ F(x)⊗ F(y)
ida ⊗F2

x ,y //

σa,x⊗idF(y)��

a⊗ F(x ⊗ y)

σa,x⊗y

��

F(x)⊗ a⊗ F(y)
idF(x)⊗σa,y��

F(x)⊗ F(y)⊗ a
F2

x ,y⊗ida // F(x ⊗ y)⊗ a

(4.2.5)

3. For any x , y ∈ C, the following diagram commutes:

F(x)⊗ F(y)
F2

x ,y //

σF(x),y

��

F(x ⊗ y)

F(cx ,y )

��
F(y)⊗ F(x)

F2
y,x // F(y ⊗ x)

(4.2.6)
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A central functor is a monoidal functor equipped with a central structure. ■

Hence the bulk-to-boundary map F : C→A is a central functor.

4.2.3 Drinfeld center

We have known that a bulk topological defect x ∈ C determines the following data:

• a boundary topological defect F(x) ∈A;

• a natural isomorphism σ−,x := {σa,x : a⊗F(x)→ F(x)⊗a}a∈A, called the half-braidings of F(x),
satisfying the property given by Figure 48, i.e., the following diagram commutes for all a, b ∈A:

a⊗ b⊗ F(x)
σx ,a⊗b //

ida ⊗σx ,b &&

F(x)⊗ a⊗ b

a⊗ F(x)⊗ b
σx ,a⊗idb

88

Motivated by this construction and the example in the toric code model (4.1.3) (4.1.4), we propose the
following definition [Maj91, JS91].

Definition 4.2.13. Let A be a monoidal category. The Drinfeld center or monoidal center of A is the
braided monoidal category Z1(A) defined as follows:

• The objects are all pairs (a,γ−,a), where a ∈ A and γ−,a : −⊗ a ⇒ a⊗−: A → A is a natural
isomorphism (called a half-braiding) such that the following diagram commutes for all b, c ∈A,

b⊗ (a⊗ c)
α−1

b,a,c // (b⊗ a)⊗ c
γb,a⊗idc

''
b⊗ (c ⊗ a)

idb ⊗γc,a

77

α−1
b,c,a

''

(a⊗ b)⊗ c

(b⊗ c)⊗ a
γb⊗c,a // a⊗ (b⊗ c)

α−1
a,b,c

77

where α is the associator of A.

• The morphisms from (a,γ−,a) to (b,γ−,b) are morphisms f ∈ HomA(a, b) such that the following
diagram commutes for all c ∈A.

c ⊗ a
γc,a //

idc ⊗ f
��

a⊗ c

f ⊗idc

��
c ⊗ b

γc,b // b⊗ c

• The tensor product of two objects (a,γ−,a) and (b,γ−,b) is (a⊗ b,γ−,a⊗b), where a⊗ b is the tensor
product in A and the half-braiding γc,a⊗b : c ⊗ a⊗ b→ a⊗ b⊗ c is the composition

c ⊗ a⊗ b
γc,a⊗idb
−−−−→ a⊗ c ⊗ b

ida ⊗γc,b
−−−−→ a⊗ b⊗ c.

Here we omit the associators of A.

• The tensor unit is (1,γ−,1), where 1 ∈A is the tensor unit of A and the half-braiding γa,1 : a⊗1→
1⊗ a is

a⊗ 1
ra−→ a

l−1
a−→ 1⊗ a,

or simply γa,1 = ida if we ignore the unitors.
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• The associator and left/right unitor of Z1(A) are induced by those of A.

• The braiding of (a,γ−,a) and (b,γ−,b) is given by γa,b : a⊗ b→ b⊗ a. Note that it is independent
of the half-braiding of a. ■

Remark 4.2.14. The Drinfeld center is a kind of E1-center [Lur17]. ♦

Remark 4.2.15. Given an object (a,γ−,a) ∈ Z1(A), the following diagram commutes:

1⊗ a
γ1,a //

λa ""

a⊗ 1

ρa||
a

where λ,ρ are the left/right unitor of A. In other words, γ1,a = ida if we ignore the unitors. ♦

Remark 4.2.16. Note that the definition of a half-braiding is similar to the hexagon equations in the
definition of a braiding structure. It follows that for any braided monoidal category C and x ∈ C, the
braiding structure induces a half-braiding c−,x : − ⊗ x → x ⊗ − on x . Moreover, there is a canonical
braided functor C → Z1(C) defined by x 7→ (x , c−,x). Similarly, using the anti-braiding there is a
canonical braided functor C→ Z1(C) defined by x 7→ (x , c−1

x ,−). When C is symmetric, these two functors
are equal. ♦

Example 4.2.17. The Drinfeld center Z1(Vec) is equivalent to Vec as braided monoidal categories.
Indeed, suppose V ∈ Vec and γ−,V : − ⊗ V → V ⊗ − is a half-braiding. Then we have the following
commutative diagram for every vector space W and linear map f : C→W :

C⊗ V
f ⊗1 //

γC,V

��

W ⊗ V

γW,V

��
V

≃ 55

≃ )) V ⊗C
1⊗ f // V ⊗W

Therefore, we have γW,V (w⊗ v) = v ⊗ w for every W ∈ Vec and w ∈W . Hence the canonical inclusion
Vec→ Z1(Vec) (see Remark 4.2.16) is an equivalence of braided monoidal categories. ♥

Example 4.2.18. Recall there are two simple topological defects 1 and E on the smooth boundary of
the toric code model. Clearly the fusion rule is given by E ⊗ E = 1. Thus the topological skeleton of
the smooth boundary is equivalent to Rep(Z2) as fusion categories, where 1 corresponds to the trivial
representation of Z2 and E corresponds to the nontrivial irreducible representation of Z2. Then (4.1.4)
means TC is equivalent to Z1(Rep(Z2)) as a braided fusion category.

Similarly, the topological skeleton of the rough boundary is equivalent to VecZ2
as fusion categories,

where 1 corresponds to C with the trivial grading and M corresponds to C with the nontrivial grading,
and (4.1.3) is precisely a braided equivalence TC≃ Z1(VecZ2

). ♥

Remark 4.2.19. For any monoidal category A, there is an obvious functor

I : Z1(A)→A

(a,γ−,a) 7→ a,

called the forgetful functor because it ‘forgets’ the half-braiding. Clearly it is a faithful monoidal functor.
Moreover, I is a central functor with the central structure defined by

σa,(b,γ−,b) := γa,b.

This central structure satisfies (4.2.4) by the definition of γ−,b; (4.2.5) and (4.2.6) follow from the
definition of tensor product and braiding of Z1(A), respectively.

Furthermore, suppose C is a braided monoidal category, A is a monoidal category and F : C→A is
a monoidal functor. Then a central structure on F is equivalent to a braided monoidal functor F ′ : C→
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Z1(A) such that I◦F ′ = F . Indeed, given a braided monoidal functor F ′ : C→ Z1(A) such that I◦F ′ = F ,
the central structure of I induces that of F , i.e.,

σa,x := γa,F ′(x).

Conversely, given a central structure σa,x : a⊗ F(x)→ F(x)⊗ a, it is not hard to see that

F ′ : C→ Z1(A)
x 7→ (F(x),σ−,x)

is a braided monoidal functor and I ◦F ′ = F . Hence a central structure of a monoidal functor F : C→A

can be equivalently defined as a braided monoidal functor F ′ : C → Z1(A) such that I ◦ F ′ = F . For
example, (4.1.4) and (4.1.3) are central structures of the bulk-to-smooth-boundary map (4.1.1) and
the bulk-to-rough-boundary map (4.1.2), respectively. ♦

Remark 4.2.20. It is possible that different central functors have the same underlying monoidal func-
tor. ♦

4.2.4 Boundary-bulk relation

We have also shown model-independently in Section 4.2.2 and 4.2.3 that the bulk modular tensor
category necessarily factors through the Drinfeld center of the boundary fusion category. It turns out
that a stronger result holds for all 2d topological orders and their gapped boundaries.

Theoremph 4.2.21 (Boundary-bulk relation in 2d, 1st version). Suppose C is an anomaly-free sta-
ble 2d topological order with a stable gapped 1d boundary A, and their particle-like topological defects
form a (unitary) modular tensor category C and a (unitary) fusion category A, respectively.

(a) The bulk-to-boundary map F : C→A is a central functor.

(b) The central structure F ′ : C→ Z1(A) is a braided equivalence.

Remark 4.2.22. In the 2d toric code model, the braided equivalences (4.1.4) and (4.1.3) imply that
the bulk modular tensor category TC is precisely the Drinfeld center of the boundary fusion categories
(see Example 4.2.18). ♦

Remark 4.2.23. The boundary-bulk relation in 2d was first discovered and physically proved in the
Levin-Wen model [KK12] (see also [Kon13, LW14, HWW17, CCW17] for further developments). Model
independently, it was shown that the bulk modular tensor category factors through the Drinfeld center
of a boundary fusion category [FSV13]. Since a gapped boundary of a 2d topological order is necessarily
the result of a 2d anyon condensation to the trivial phase, we obtain a complete model-independent
proof of the boundary-bulk relation for 2d topological orders and their gapped boundaries based on the
anyon condensation theory [Kon14a] (see also Theoremph 5.4.1). More general boundary-bulk relation
for potentially gapless higher dimensional quantum liquid phases and their boundaries was proposed
and proved in [KWZ15, KWZ17, KZ22a] (see also Theoremph 5.6.1). ♦

Remark 4.2.24. The smooth and rough boundaries of the toric code model are the same as (anoma-
lous) 1d topological orders, but they are different as 1d boundaries. Mathematically, there is a monoidal
equivalence (by identifying E and M) of Rep(Z2) and VecZ2

, but this equivalence does not preserve the
bulk-to-boundary maps.

In Kitaev’s quantum double model associated to a finite group G, there are also (at least) two types
of boundaries [BSW11, CCW17], whose topological skeletons are Rep(G) and VecG respectively. If G is
non-abelian, Rep(G) and VecG are not equivalent as categories. ♦

Remark 4.2.25. For any unitary (or spherical) fusion category A, there is a 2d fixed point lattice model
associated to A , called the Levin-Wen model or the string-net model [LW05]. The (unitary) modular
tensor category particle-like topological defects of the Levin-Wen model is equivalent to Z1(A). When
A = VecG or Rep(G) where G is a finite group, the associated Levin-Wen model realizes the same
topological order as the quantum double model associated to G. Mathematically, the Drinfeld center of
Rep(G) and VecG are equivalent as modular tensor categories (see Example 4.2.32). ♦
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Remark 4.2.26. Our analyses do not depend on the stability of the boundary. So the boundary-bulk
relation still holds when A is unstable, i.e., A is a multi-fusion category. We say a multi-fusion category
A is indecomposable if it can not be written as a direct sum A ≃ A1 ⊕ A2 for nonzero multi-fusion
categories A1,A2. The Drinfeld center Z1(A) of a multi-fusion category A is a fusion category (indeed,
a nondegenerate braided fusion category) if and only if A is indecomposable. A fusion category is an
indecomposable multi-fusion category because the tensor unit 1 is an indecomposable object. Moreover,
we have Z1(A1 ⊕A2)≃ Z1(A1)⊕Z1(A2). ♦

Remark 4.2.27. As a corollary of the boundary-bulk relation in 2d (Theoremph 4.2.21), the topological
skeleton of an anomaly-free 1d topological order A is a (unitary) multi-fusion category A satisfying
Z1(A)≃ Vec as braided fusion categories. ♦

Remark 4.2.28. Suppose C is an anomaly-free stable 2d topological order that admits a gapped bound-
ary. Then the chiral central charge of C is 0. ♦

4.2.5 Properties of the Drinfeld center

Since the particle-like topological defects of an anomaly-free stable 2d topological order form a (uni-
tary) modular tensor category, the boundary-bulk relation (Theoremph 4.2.21) immediately implies that
the Drinfeld center of a (unitary) fusion category should be a (unitary) modular tensor category. This
consequence can be made into a mathematically rigorous theorem.

Theorem 4.2.29 ([Müg03b]). Let A be a spherical fusion category. Then its Drinfeld center Z1(A) is
a modular tensor category.

Remark 4.2.30. There are several variants of the above theorem. If A is only a fusion category, Z1(A)
is a nondegenerate braided fusion category [DGNO10]. If A is a unitary fusion category, Z1(A) is a
unitary modular tensor category [Müg03b, Gal14]. ♦

Remark 4.2.31. We do not go through the details of the above theorem, but list some data and prop-
erties of the Drinfeld center Z1(A) of a spherical fusion category A:

1. The left dual of (x ,γ−,x) ∈ Z1(A) is (x L , γ̃−,x L ), where the half-braiding γ̃y,x L : y ⊗ x L → x L ⊗ y is
the left dual of γyR,x : yR ⊗ x → x ⊗ yR.

2. The pivotal structure a(x ,γ−,x ) : (x ,γ−,x)→ (x ,γ−,x)LL is given by the pivotal structure ax of A. It
is spherical and dim(x ,γ−,x) = dim(x). Therefore, the forgetful functor I : Z1(A)→A preserves
the quantum dimension of objects.

3. The Gauss sums τ±(Z1(C)) are both equal to dim(C) [Müg03b]. Thus dim(Z1(C)) = dim(C)2

[Müg03b, ENO05] and the additive central charge of Z1(C) is c = 0 (mod 8).

4. The Frobenius-Perron dimension of Z1(A) is FPdim(Z1(A)) = FPdim(A)2 [EO04]. ♦

Example 4.2.32. Let G be a finite group. The Drinfeld center of both Rep(G) and VecG are equivalent
to the quantum double category DG (see Section 3.6.3) as modular tensor categories. ♥

Exercise 4.2.33. Prove that Z1(VecG) is equivalent to DG as categories. Hint: use Exercise 3.3.46 (2)
to determine a half-braiding in Z1(VecG).

Example 4.2.34. Let G be a finite group and ω ∈ Z3(G;C×). The Drinfeld center Z1(VecωG ) is not
equivalent to DG in general (see [DS17] for an equivalent description of Z1(VecωG ) that is similar to
DG).

Suppose (V,ρ) ∈ Rep(G) is a finite-dimensional G-representation. The vector space V can be viewed
as a G-graded vector space with the trivial G-grading so that V ∈ VecωG , i.e.,

Vg =

¨

V, g = e,

0, g ̸= e.
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For every g ∈ G, define a morphism in VecωG by

γg,V : C(g) ⊗C V → V ⊗C C(g)
1⊗C v 7→ ρ(g)(v)⊗Cω(g, e, g).

Then {γg,V }g∈G defines a half-braiding on V ∈ VecωG . In other words, (V, {γg,V }g∈G) ∈ Z1(VecωG ).
It is straightforward to verify that the above construction defines a fully faithful C-linear braided

monoidal functor Rep(G)→ Z1(VecωG ). We say that Z1(VecωG ) is a minimal modular extension [Müg00]
of Rep(G). Moreover, all minimal modular extensions of Rep(G) are of this form [DGNO10]. ♥

Remark 4.2.35. If A is a fusion category, the forgetful functor I : Z1(A)→A is surjective, in the sense
that any simple object a ∈A appears as a direct summand of I(x) for some object x ∈ Z1(A). However,
this is not true if A is a multi-fusion category. ♦

Remark 4.2.36. A simple topological defect in the bulk may not be simple after moving to the bound-
ary. Mathematically, if A is a fusion category, the forgetful functor I : Z1(A)→ A may carry a simple
object to a non-simple object. ♦

4.3 Gapped 1d domain walls

A gapped boundary of an anomaly-free stable 2d topological order C can be viewed as a gapped domain
wall between C and the trivial 2d topological order 12. In this subsection, we study general gapped 1d
domain walls between two anomaly-free stable 2d topological orders by the boundary-bulk relation in
2d (Theoremph 4.2.21).

4.3.1 General theory of 1d domain walls

The study of general 1d domain walls can be reduced to the study of boundaries by the folding trick
(see Figure 51).

M

N

xC D ⇝
M

N

x

C

D ⇝

M

N

xC⊠D

Figure 51: the folding trick

Suppose M is a gapped 1d domain wall between two anomaly-free stable 2d topological orders C
and D.

(a) The topological skeleton M of the 1d topological order M is a (unitary) multi-fusion category.
The particle-like topological defects in C and D form unitary modular tensor categories C and D,
respectively.

(b) The left-bulk-to-domain-wall map F : C → M is a central functor. Similarly the right-bulk-to-
domain-wall map is a central functor G : D→M. Note that the orientation is reversed.

(c) The folding trick shows that M is a boundary of C⊠D, and the bulk-to-boundary map is given by
F ⊠G : C⊠D→M. By the boundary-bulk relation in 2d, F ⊠G is a central functor whose central
structure is a braided equivalence C⊠D→ Z1(M).

These discussions directly give rise to the following definition [Lur17, AFT16, KZ18a, HPT16].

Definition 4.3.1. Let C,D be braided fusion categories.
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(1) A (multi-)fusion left C-module is a (multi-)fusion category M equipped with a braided functor
F : C→ Z1(M). It is called closed if F is an equivalence.

(2) A (multi-)fusion right D-module is a (multi-)fusion category M equipped with a braided functor
G : D→ Z1(M). It is called closed if G is an equivalence.

(3) A (multi-)fusion (C,D)-bimodule is a (multi-)fusion category M equipped with braided functors
F : C→ Z1(M) and G : D→ Z1(M). It is called closed if F ⊠G : C⊠D→ Z1(M) is an equivalence.
■

Using the new language of multi-fusion modules, we conclude thatM is a closed multi-fusion (C,D)-
bimodule. In particular, the boundary-bulk relation in 2d (Theoremph 4.2.21) simply says that A is a
closed multi-fusion left C-module.

Example 4.3.2. Given a stable 2d topological order C, by restricting it to a line we get the trivial
1d domain wall in C, denoted by C1 (see Figure 52). Clearly the particle-like topological defects on
the trivial domain wall are the same as those in C. In other words, the topological skeleton of the
trivial domain wall is the fusion category C, which is obtained by forgetting the braiding of the braided
fusion category C of particle-like topological defects in C. Both the left-bulk-to-domain-wall-map and
right-bulk-to-domain-wall-map are the identity functor idC : C → C. Their central structures, i.e., the
half-braiding of bulk topological defects with domain wall topological defects, are given by the braiding
of C, because there is essentially no domain wall.

Mathematically, given a braided fusion category C, two canonical braided functors defined in Re-
mark 4.2.16 give rise to a single braided functor C⊠C→ Z1(C), which equips C with a canonical fusion
(C,C)-bimodule structure. Moreover, the braided fusion category C is nondegenerate (i.e., Z2(C) = Vec
is trivial) if and only if this canonical functor C⊠C→ Z1(C) is an equivalence [Müg03b, DGNO10], i.e.,
this fusion (C,C)-bimodule C is closed. ♥

C1

C C ⇝

C1C

C ⇝

C1

C⊠C

Figure 52: By restricting C to a line we get the the trivial domain wall C1 in C. The folding trick shows
that C⊠C is the bulk of C if C is anomaly-free.

Example 4.3.3. Let us give a more general construction. Given a braided fusion category C and a
braided autoequivalence φ : C→ C, there is a fusion (C,C)-bimodule structure on C defined by

C⊠C
idC⊠φ−−−−→ C⊠C→ Z1(C),

where the second functor is the canonical one defined in Example 4.3.2. So the left-bulk-to-boundary-
map is idC and the right-bulk-to-boundary-map is φ. We denote this fusion (C,C)-bimodule by Cφ .
Similarly, Cφ is closed if and only if C is nondegenerate. ♥

As depicted in Figure 53, if two domain walls M and N are very close to each other, they can
be viewed as a single domain wall between C and E, denoted by M ⊠D N. This is an example of
dimensional reduction. Clearly, if D is the trivial 2d topological order, such a fusion process coincides
with the stacking operation. The topological skeleton of M ⊠D N is denoted by M ⊠D N, called the
relative tensor product of M and N over D.

Remark 4.3.4. We only consider the case that D is stable. Surprisingly, the relative tensor product
M ⊠D N only depends on the multi-fusion categories M,N, the braided fusion category D and the
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M N

C D E
⇝

M⊠D N

C E

Figure 53: the fusion of two 1d domain walls

multi-fusion module structures of M,N over D. Similar to the Deligne tensor product (see Definition
3.5.19), the relative tensor productM⊠DN is defined by a universal property (for example, see [Tam01,
Müg03a, JL09, ENO10, Gre10, GS12, DNO12, DN13, GS15, FSV13, DSPS19, KZ18a]). In particular,
M⊠Vec N agrees with the Deligne tensor product M⊠N. ♦

In particular, when C=D= E, the fusion of 1d domain walls defines a multiplication on the set of
gapped 1d domain walls in the 2d topological order C (see Figure 5).

Remark 4.3.5. We say a 1d domain wall M between two 2d topological orders C and D is invertible if
there exists another domain wall N between D and C such that their fusions are trivial domain walls:

M⊠D N= C1, N⊠C M=D1.

Also N is called a inverse of M. Indeed, the inverse N, if exists, must be the time-reversal M by a general
argument.

The particle-like topological defects can be moved across the invertible domain wall. Suppose M is
an invertible domain wall between two anomaly-free stable 2d topological orders C and D. As depicted
in Figure 54, if we move a topological defect x ∈D across M to C, this process produces a ‘bubble’ in C.
Two horizontal domain walls can be annihilated because M⊠D M = C1. We denote bubble containing
the topological defect x by φ(x). Then x 7→ φ(x) defines a braided equivalence φ : D→ C. Similarly,
moving topological defects from C to D defines a braided equivalence ψ: C → D, which is clearly a
quasi-inverse of φ. This argument also show that the topological skeleton of an invertible domain wall
M in a 2d topological order C must have the form Cφ for some braided autoequivalence φ of C (see
Example 4.3.3).

Conversely, let C be a nondegenerate braided fusion category. Suppose φ,ψ are two braided au-
toequivalence of C, then we have an equivalence

Cφ ⊠C Cψ ≃ Cφ◦ψ

as fusion (C,C)-bimodules. Hence, the assignment φ 7→ Cφ is a group homomorphism from the group
of isomorphism classes of braided autoequivalences of C to the group of equivalence classes of invertible
fusion (C,C)-bimodules. Indeed, this is a group isomorphism and both two groups are isomorphic to
the Picard group of C [ENO10, KZ18a]. ♦

4.3.2 Gapped 1d domain walls in the toric code model

There are 6 different simple (i.e., stable) gapped 1d domain walls in the toric code model [LWW15]
(see Remark 4.3.6). Four of them as depicted in Figure 55 are non-invertible with respect to the fusion
of 1d domain walls.

Both four non-invertible domain walls are obtained by fusing two boundaries of the toric code
model. We denote them by ‘ss’, ‘sr’, ‘rs’ and ‘rr’, where ‘s’ stands for the smooth boundary and ‘r’ stands
for the rough boundary. For the ss domain wall, it is clear that there are 4 simple topological excitations
on this domain wall: the trivial one (denoted by 1⊠ 1), an E particle on the left boundary (denoted
by E ⊠ 1), an E particle on the right boundary (denoted by 1⊠ E), and two E particles on both sides
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x

M

C D

⇝
x

M

C D

⇝
φ(x)

M

C D

Figure 54: A topological defect x ∈ D can be moved across an invertible domain M and becomes a
topological defect φ(x) ∈ C. This process defines a braided equivalence φ : D→ C.

(a) ss, Rep(Z2)⊠Rep(Z2) (b) sr, Rep(Z2)⊠ VecZ2
(c) rs, VecZ2

⊠Rep(Z2) (d) rr, VecZ2
⊠ VecZ2

Figure 55: four non-invertible gapped 1d domain walls in the toric code model and their topological
skeletons

(denoted by E ⊠ E). Thus the topological skeleton of this domain wall is Rep(Z2) ⊠ Rep(Z2). The
left-bulk-to-domain-wall map is

1, m 7→ 1⊠ 1, e, f 7→ E ⊠ 1,

and the right-bulk-to-domain wall map is

1, m 7→ 1⊠ 1, e, f 7→ 1⊠ E.

Similarly one can find the topological skeletons of the other three domain walls. It is easy to show that
these four domain walls are different by checking their bulk-to-domain-wall maps.

The other two simple 1d domain walls in the toric code model are invertible. One is the trivial
domain wall (see Example 4.3.2), another one is the dislocation as depicted in Figure 56. There is still
a spin-1/2 on each edge, except those on the dashed line. The Bp operators on the domain wall are
defined to be, for example, Bp = σ1

zσ
2
zσ

3
zσ

4
x and Bq = σ5

zσ
6
zσ

7
zσ

8
x . The Av and Bp operators in the bulk

are the same as before.

p′

p

q

v

v′

1

2

3

4

5

6

7

8

Figure 56: the e-m-exchange domain wall in toric code
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There are 4 simple topological excitations on the domain wall: the trivial one 1, only one Bp = −1
on the left of the domain wall (denoted by X ), only one Bq = −1 on the right of the domain wall
(denoted by Y ), and two Bp = −1 on both sides (denoted by Z). It is clear that the fusion rules are
given by

X ⊗ X = Y ⊗ Y = Z ⊗ Z = 1, X ⊗ Y = Y ⊗ X = Z .

As depicted in Figure 56, by using an m string operator, an m particle in the left bulk can be moved
to the domain wall and becomes an X particle. If we further apply a σ4

z operator, an X particle at p
becomes an e particle at v, which be moved into the right bulk. Therefore, the left-bulk-to-domain-wall
map is

1 7→ 1, m 7→ X , e 7→ Y, f 7→ Z ,

and the right-bulk-to-domain-wall map is

1 7→ 1, e 7→ X , m 7→ Y, f 7→ Z .

This domain wall is also called the e-m-exchange domain wall, because if we move an e particle
across this domain wall, it becomes an m particle. The exchange of e and m defines a braided autoe-
quivalenceφ : TC→ TC, and the topological skeleton of this domain wall is precisely TCφ (see Example
4.3.3).

Remark 4.3.6. We have constructed six gapped domain walls in the 2d toric code model explicitly. We
can not yet claim that we have found all gapped domain walls. How do we know if they are complete?
Such a completeness question can only be answered in a model-independent way. Indeed, a positive
answer to this question was provided by the bootstrap theory of 1d condensation developed in [Kon14a]
and the boundary-bulk relation [KWZ15]. ♦

Remark 4.3.7. The gapped domain wall ‘rr’ can be obtained by condensing e particles [KW14], or more
precisely, condensing the algebra 1⊕ e. Similarly, the domain wall ‘ss’ can be obtained by condensing
m particles or the algebra 1⊕m, and the e-m-exchange domain wall can be obtained by condensing f
particles or the algebra 1⊕ f . The other two domain walls ‘rs’ and ‘sr’ can also be obtained by condensing
certain algebras whose underlying objects are 1⊕ e ⊕m⊕ f , and two different algebra structures on
1⊕ e⊕m⊕ f correspond to H2(Z2 ×Z2; U(1))≃ Z2. ♦

4.3.3 Fusion rules of gapped 1d domain walls in the toric code model

Let us compute the fusion rules of gapped 1d domain walls in the toric code model.

First, let us consider the fusion rules of e-m-exchange domain wall with other domain walls. The
fusion of two e-m-exchange domain walls is the trivial domain wall (see Figure 57 (a)). Indeed, if
we move an e particle across the domain wall, it changes twice and remains to be e. Similarly, any
particle-like topological defects in the bulk can be moved across the domain wall and does not change.
Mathematically, we have TCφ ⊠TC TCφ ≃ TC.

(a) (b) (c)

Figure 57: the fusion of the e-m-exchange domain wall and other domain walls

The fusion rules of the e-m-exchange domain wall with four non-invertible domain walls reduce
to the cases in Figure 57 (b) and (c). The fusion of the e-m-exchange domain wall with the smooth
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boundary is the rough boundary, because an e particle becomes trivial after moving to the boundary,
and an m particle becomes an E particle on the boundary. Similarly, the fusion of the e-m-exchange
domain wall with the rough boundary is the smooth boundary. Mathematically, we have

TCφ ⊠TC Rep(Z2)≃ VecZ2
, TCφ ⊠TC VecZ2

≃ Rep(Z2).

The fusion rules of four non-invertible domain walls in the toric code model reduce to the fusion of
two boundaries.

Figure 58 (a) depicts a narrow strip of the toric code model with a smooth boundary and a rough
boundary. This quasi-1d system can be viewed as an anomaly-free 1d topological order. There is no
nontrivial topological excitations in this topological order. For example, an e particle in the bulk can
be annihilated on the rough boundary, and an m particle can be annihilated on the smooth boundary.
Similarly, an E particle on the smooth boundary can be moved into the bulk and then annihilated on
the rough boundary by a string operators. Such a string operator is a local operator because the strip
is so narrow (with respect to the length scale). Hence the fusion of a smooth boundary with a rough
boundary is the trivial 1d topological order:

Rep(Z2)⊠TC VecZ2
≃ Vec.

Since Z1(Vec)≃ Vec, the result is consistent with the boundary-bulk relation in 2d.

E

M

(a)

1 2 3

(b)

X

Y

E

(c)

Figure 58: (a): a narrow strip with a smooth and a rough boundary; (b): a narrow strip with two
smooth boundaries; (c): the degeneracy of E.

Figure 58 (b) depicts another narrow strip of the toric code model with two smooth boundaries. In
this case, an m particle in the bulk can be annihilated on the boundary, but an e particles (or E particle)
remains there. So we find two topological excitations 1 and E. Clearly we have E ⊗ E = 1, as in the
smooth boundary of the toric code model. It seems that the topological skeleton of this 1d topological
order is Rep(Z2). However, the Drinfeld center Z1(Rep(Z2)) is not equivalent to Vec. So the result
contradicts with the boundary-bulk relation in 2d. What is wrong?

The answer is that the fusion of two smooth boundaries is an unstable 1d topological order. Math-
ematically, Rep(Z2) ⊠TC Rep(Z2) is a multi-fusion category. Let us compute the GSD of this quasi-1d
lattice model on a circle [WW15]. Suppose there is an L × N square lattice and we impose a periodic
boundary condition vertically. So the number of vertices is V = (N + 1)L, the number of edges is
E = (2N +1)L, and the number of plaquettes is F = N L. Moreover, we have

∏

v Av = 1. Thus the GSD
is 2E−(V−1)−F = 2.

We can also see this two-fold degeneracy in the following way [KWZ15]. Consider an m string
operator X := σ1

xσ
2
xσ

3
x (the dashed line in Figure 58 (b)), which is a local operator because the strip

is so narrow (with respect to the length scale). Clearly X commutes with all Av and Bp operators. It
follows that X acts on the ground state subspace invariantly, and two ground states correspond to two
eigenspaces with X = ±1.

Remark 4.3.8. The existence of the operator X implies that the ground state subspace is degenerate on
an open interval (without boundary), not only on a circle. More generally, the GSD of an anomaly-free
1d topological order on a circle and on an open interval should be equal. ♦
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The ground state subspace can be decomposed as the direct sum of two eigenspaces of X . Therefore,
the trivial topological excitation 1 can be decomposed as the direct sum of simple ones 1 = 1+ ⊕ 1−,
where X acts on 1± as ±1.

The fusion rules are given by 1±⊗1± = 1± and 1±⊗1∓ = 0. Indeed, if the states on both the upper
and lower half strip has eigenvalue X = 1, then so is the state on the whole strip; if the state on the
lower half strip has X = 1 but the state on the upper half strip has X = −1, they can not be combined
to a state on the whole strip unless there are some defects. This is because the string operator X can
be moved by applying Av operators. If the system is at the ground state thus all Av = 1, then moving X
should not change the eigenvalue. The fusion rule 1+ ⊗ 1− = 0 means this configuration is physically
forbidden.

Similarly, the topological excitation E can also be decomposed as the direct sum of simple ones.
Suppose there is an E particle located at a vertex v. The subspace of states with Av = −1 also has
dimension 2 and can be decomposed by the eigenvalue of X (see Figure 58 (c)). But it can also be
decomposed by the eigenvalues of Y . It can be verified that if a state in this subspace has eigenvalue
X = 1, it must have eigenvalue Y = −1 because there is only one Av = −1. If we view the state on
the lower half strip as a topological excitation 1+ and the state on the upper half strip as 1−, this fact
means 1+ ⊗ E = E ⊗ 1− = 1+ ⊗ E ⊗ 1−. We denote E+− := 1+ ⊗ E ⊗ 1−.

Also we define E−+ := 1− ⊗ E ⊗ 1+, then clearly E = E+− ⊕ E−+. It follows that the fusion rules are

E+− ⊗ E−+ = 1+, E−+ ⊗ E+− = 1−, E+− ⊗ E+− = 0, E−+ ⊗ E−+ = 0,

1+ ⊗ E+− = E+− = E+− ⊗ 1−, 1− ⊗ E−+ = E−+ = E−+ ⊗ 1+,

1+ ⊗ E−+ = 0= E−+ ⊗ 1−, 1− ⊗ E+− = 0= E+− ⊗ 1+.

These complicated fusion rules can be written in a more compact way. Define a multi-fusion category
M2(Vec) as follows:

• As a category, M2(Vec) is the direct sum of 4 copies of Vec. Its objects are written as

V =
�

V11 V12
V21 V22

�

where each Vi j ∈ Vec.

• The tensor product of M2(Vec) is given by the matrix product and the usual tensor product. More
precisely, we have
�

V11 V12
V21 V22

�

⊗
�

W11 W12
W21 W22

�

=
�

V11 ⊗W11 ⊕ V12 ⊗W21 V11 ⊗W12 ⊕ V12 ⊕W22
V21 ⊗W11 ⊕ V22 ⊗W21 V21 ⊗W12 ⊕ V22 ⊗W22

�

.

• The tensor unit of M2(Vec) is
�

C 0
0 C

�

=
�

C 0
0 0

�

⊕
�

0 0
0 C

�

,

which is not a simple object.

Then we have an equivalence Rep(Z2)⊠TC Rep(Z2)≃M2(Vec) of multi-fusion categories:

1+ 7→
�

C 0
0 0

�

, E+− 7→
�

0 C
0 0

�

, E−+ 7→
�

0 0
C 0

�

, 1− 7→
�

0 0
0 C

�

.

Moreover, by directly computing the half-braidings one can prove that Z1(M2(Vec))≃ Vec, which gives
the correct boundary-bulk relation in 2d (see Exercise 4.3.12).

In other words, the fusion of two smooth boundaries is the direct sum of two copies of the trivial
1d topological order.

Remark 4.3.9. A topological order is not the same as its topological skeleton. This distinction becomes
manifest when we consider the category of topological orders [KWZ15, KZ22a]. For example, the
topological skeleton of the trivial 1d topological order 11 is Vec, but the topological skeleton of 11 ⊕ 11
is M2(Vec). This is similar to the fact that End(C⊕C)≃M2(C). ♦
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Remark 4.3.10. The construction of M2(Vec) can be directly generalized to Mn(C) for any fusion cat-
egory C and n≥ 1. Similarly we have Z1(Mn(C))≃ Z1(C) as braided fusion categories. As an example,
the relative tensor product of Rep(Z2)⊠ VecZ2

and VecZ2
⊠ VecZ2

is

Rep(Z2)⊠ VecZ2
⊠TC VecZ2

⊠ VecZ2
≃ Rep(Z2)⊠M2(Vec)⊠ VecZ2

≃M2(Rep(Z2)⊠ VecZ2
).

So the fusion of 1d domain walls ‘sr’ and ‘rr’ is not a simple gapped 1d domain wall, but the superposition
of two copies of ‘sr’. The complete fusion rules of simple 1d domain walls in the toric code model are
listed in Table 1. ♦

Remark 4.3.11. The multi-fusion category M2(Vec) can also be realized by the 1+1D quantum Ising
model (without transversal field):

H = −
∑

i

σi
zσ

i+1
z .

There are two ground states with all σi
z = +1 or σi

z = −1. Two 0d domain walls between them are
also clear. Fix a site j, consider the state with σi

z = +1 for i < j and σi
z = −1 for i ≥ j, then there is a

0d domain wall at the site j, which can not be annihilated by local operators. Similarly, the state with
σi

z = −1 for i < j and σi
z = +1 for i ≥ j gives another 0d domain wall. ♦

Exercise 4.3.12. For all n ≥ 1, prove that Z1(Mn(Vec)) ≃ Vec as braided fusion categories. Hint: use
Exercise 3.3.46 (2) to determine a half-braiding in Z1(Mn(Vec)). Use the same method to prove that
Z1(Mn(C))≃ Z1(C) for any fusion category C.

Remark 4.3.13. The readers might wonder why an unstable 1d topological order, often regarded as
something ‘unnatural’ or completely ignored in the most classifications, deserves a beautiful mathemat-
ical description of its topological skeleton. The reason is that the strip depicted in Figure 58 is stable
when it is sufficiently wide. It is important to include them when we consider the fusion of topological
orders, especially in the study of the category of topological orders [KWZ15, KZ22a, KZ22b]. ♦

4.3.4 Witt equivalence

Definition 4.3.14. We say that two anomaly-free stable 2d topological orders C and D are Witt equiv-
alent if there exists a gapped 1d domain M wall between them. ■

Definition 4.3.15 ([DMNO13]). We say that two nondegenerate braided fusion categories C and D

are Witt equivalent if there exists a closed fusion (C,D)-bimodule M. ■

Let us verify that the Witt equivalence of 2d topological orders is indeed an equivalence relation:

(a) An anomaly-free stable 2d topological order C is Witt equivalent to itself, because there is always
the trivial domain wall C1 in C (see Remark 4.3.2).

(b) If there is a gapped 1d domain wall M between C and D, then we immediately get a domain wall
M between D and C by reversing the orientation.

(c) Suppose M is a gapped 1d domain wall between C and D, and N is a gapped 1d domain wall
between D and E. Their fusion M⊠DN is a gapped 1d domain wall between C and E (see Figure
53).

Similarly, the Witt equivalence of nondegenerate braided fusion categories is also an equivalence rela-
tion.

The stacking operation should preserve the Witt equivalence relation. More precisely, if M is a
domain wall between C and D, and M′ is a domain wall between C′ and D′, then M⊠M′ is a domain
wall between C⊠C′ and D⊠D′ (see Figure 59). So the stacking operation defines a multiplication on
the set of Witt equivalence classes of anomaly-free stable 2d topological orders.

• The multiplication is defined by [C] · [D] := [C⊠D].

• There is an identity element given by the trivial 2d topological order [12]. Indeed [12] · [C] =
[12 ⊠C] = [C] = [C] · [12].
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• The inverse of [C] is given by the time-reversal [C]. Indeed, [C] · [C] = [C⊠ C] = [12], where
the gapped domain wall between C⊠C and 12 is given by C1 (see Figure 52).

• Moreover, this multiplication is commutative because C⊠D and D⊠C are the same topological
order.

As a consequence, the Witt equivalence classes of 2d anomaly-free stable topological orders form an
abelian group, where the multiplication is defined by the stacking. This abelian group is called the
Witt group of anomaly-free stable 2d topological orders. Similarly we can define the Witt group of
nondegenerate braided fusion categories [DMNO13].

M2

C2 D2

M1

C1 D1 ⇝

M1 ⊠M2

C1 ⊠C2 D1 ⊠D2

Figure 59: the stacking of 2d topological orders and 1d domain walls between them

All topological orders in a given Witt equivalence class must have the same chiral central charge.
Thus taking the chiral central charge defines a group homomorphism from the Witt group of anomaly-
free stable 2d topological orders to Q. Similarly, taking the additive central charge defines a group
homomorphism from the Witt group of pseudo-unitary modular tensor categories (which is a subgroup
of the Witt group of nondegenerate braided fusion categories) to Q/8Z.

4.4 Gapped 0d domain walls

In this subsection, we give a categorical description of 0d domain walls between gapped 1d domain
walls and the boundary-bulk relation for 1d topological orders and their boundaries.

4.4.1 The module category of 0d topological orders

Recall that 0+1D topological defects and instantons in an nd topological order form a category for n≥ 1
(see Theoremph 3.2.12). For a 0d topological order x , we cannot talk about 0+1D topological defects
of x , but 0+1D topological defects (or equivalently, 0d topological orders) living on the world line of x .
Then Theoremph 3.2.12 still holds for a 0d topological order x in the following sense: all 0d topological
orders living on the world line of x , together with instantons between them, form a category X. By
definition x ∈ X. We always assume that X is finite semisimple.

Remark 4.4.1. Here we only consider gapped 0d topological defects. However, it is subtle to say that a
0d system is gapped. In practice, a stable 0d system is said to be gapped if its GSD is 1. In other words,
a ‘gapless’ 0d system has nontrivial GSD which is robust against perturbations. Usually this nontrivial
GSD is protected by some symmetries. ♦

Example 4.4.2. An anomaly-free 0d topological order is simply a quantum mechanic system because
there is no thermodynamic limit. At zero temperature, the only observable is the ground state subspace.
In other words, each 0d topological order is characterized by its ground state subspace, which is a finite-
dimensional vector space (indeed, a Hilbert space). Thus the category of anomaly-free 0d topological
order is equivalent to Vec. ♥

Example 4.4.3. For an anomalous 0d topological order x , it is reasonable to talk about the thermo-
dynamic limit if we choose an embedding of x into an ambient higher-dimensional topological order.
In this case the objects in the category X are 0d topological orders which are able to live in the same
ambient topological order. For example, let C be an anomaly-free stable 2d topological order and C be
the modular tensor category of 0+1D topological defects of C. Then each y ∈ C is an anomalous 0d
topological order embedding in C. Clearly the category of 0d topological orders living on the world
line of y , i.e., the category of 0d topological orders embedding in C, is C. ♥
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Now let us study the boundary-bulk relation of a 1d topological order and its 0d boundaries. Con-
sider an anomaly-free 1d topological order P and a 0d boundary x (see Figure 60). The topological
skeleton of P is a multi-fusion category P and the category X of 0d boundaries of P (i.e., the category
of 0d topological orders living on the boundary of P) is finite semisimple.

P xa b

Figure 60: a 1d topological order P and a 0d boundary x

As in the 2d case, a bulk topological defect a ∈ P can be moved to the boundary. This process may
change the boundary topological order from x to another one, which is denoted by a ⊙ x . We do not
only move topological defects, but also the world lines and instantons attached to them. Hence ⊙ is
indeed a functor:

⊙: P×X→ X

(a, x) 7→ a⊙ x .

The physical intuition implies that two different ways of fusing two bulk topological defects a, b with
the boundary topological order x should be the same (see Figure 60). So we get an isomorphism
(instanton) sa,b,x : (a ⊗ b)⊙ x → a ⊙ (b ⊙ x). Finally, moving the trivial bulk topological defect 1 ∈ P

to the boundary should not change the boundary topological order x . Thus we get an isomorphism
(instanton) lx : 1⊙ x → x for each x ∈ X.

The above discussion leads to the following definition [Bén65].

Definition 4.4.4. Let P be a monoidal category. A left P-module or a left module over P consists of the
following data:

• a category X;

• a functor ⊙: P×X→ X, where ⊙(a, x) is also denoted by a⊙ x;

• a natural isomorphism sa,b,x : (a⊗ b)⊙ x → a⊙ (b⊙ x), called the associator;

• a natural isomorphism lx : 1⊙ x → x , called the left unitor;

and these data satisfy the following conditions:

1. (pentagon equation) For any a, b, c ∈ P and x ∈ X, the following diagram commutes:

((a⊗ b)⊗ c)⊙ x
αa,b,c⊙idx

uu

αa⊗b,c,x

))
(a⊗ (b⊗ c))⊙ x

sa,b⊗c,x

��

(a⊗ b)⊙ (c ⊙ x)

sa,b,c⊗x

��
a⊙ ((b⊗ c)⊙ x)

ida ⊙sb,c,x // a⊙ (b⊙ (c ⊙w))

2. (triangle equation) For any a ∈ P and x ∈ X, the following diagram commutes:

(a⊗ 1)⊙ x
sa,1,x //

ρa⊙idy &&

a⊗ (1⊙ x)

ida ⊙l yxx
a⊙ x

When P is a multi-fusion category, a left P-module is called finite semisimple if it satisfies the following
two conditions:

1. X is a finite semisimple category.
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2. The left action functor ⊙: P×X→ X is C-bilinear (i.e., C-linear in each variable). ■

Remark 4.4.5. Similarly we can define a right module over a monoidal category Q, which is essentially
the same as a left module over Qrev. Moreover, for two monoidal categories P,Q, a (P,Q)-bimodule
is a category equipped with both a left P-module structure and a right Q-module structure, as well as
the compatibility data/properties of these two structures. The details can be found in, for example,
[EGNO15, Definition 7.1.7]. ♦

Example 4.4.6. Let P be a monoidal category. Then P itself is a left P-module with the left action
defined by a⊙ b := a⊗ b for a, b ∈ P. Similarly, P is a (P,P)-bimodule. ♥

Example 4.4.7. Let A,B be monoidal categories and F : A → B be a monoidal functor. Then B is a
(A,A)-bimodule with

a⊙ b⊙ a′ := F(a)⊗ b⊗ F(a′), a, a′ ∈A, b ∈B.

More generally, every left B-module M can be viewed as a left A-module with the left A-action defined
by a⊙m := F(a)⊙m for a ∈A and m ∈M. ♥

Example 4.4.8. Let C be a braided fusion category and M be a multi-fusion left C-module defined by a
braided functor F : C→ Z1(M). Then M is a left C-module with the left action defined by a⊙x := F(a)⊗
x for a ∈ C and x ∈M. Also, M is a right C-module with the right action defined by x ⊙ a := x ⊗ F(a)
for a ∈ C and x ∈M. This can be viewed as a special case of Example 4.4.7. ♥

Example 4.4.9. Let P be a rigid monoidal category and X be a left P-module. Then Xop is naturally a
right P-module with

x ⊙ a := aL ⊙ x , a ∈ P, x ∈ X.

There is also another right P-module structure defined by

x ⊙ a := aR ⊙ x , a ∈ P, x ∈ X.

If P is equipped with a pivotal structure, these two right P-module structures on X are equivalent. ♥

Remark 4.4.10. Let P be a multi-fusion category. Suppose M,N are finite semisimple left P-modules.
Then their direct sum M⊕N (see Definition 3.3.28) is naturally a finite semisimple left P-module. A
finite semisimple left P-module is called indecomposable if it can not be written as a direct sum of two
nonzero finite semisimple left P-modules. Given a multi-fusion category P, there are only finitely many
indecomposable finite semisimple left P-modules (up to equivalence) [EGNO15, Corollary 9.1.6]. ♦

Remark 4.4.11. Let P be a monoidal category and M,N be left P-modules. A left P-module functor
from M to N is a functor F : M→N equipped with a natural isomorphism

F2
x ,m : x ⊙ F(m)→ F(x ⊙m), x ∈ P, m ∈M,

that satisfies certain coherence conditions. Given two left P-module functors F, G : M → N, a left P-
module natural transformation from F to G is a natural transformation α: F ⇒ G satisfying certain
coherence conditions. Similarly one can define right module functors and right module natural trans-
formations, as well as bimodule functors and bimodule natural transformations. ♦

In the language of module categories, we conclude that the category X of 0d boundaries of a bulk
1d topological order P is a finite semisimple left module over the topological skeleton P (which is a
multi-fusion category).

Note that the requirements that P is anomaly-free and x is a boundary are not necessary. For
example, given a potentially anomalous 1d topological order P and a gapped domain wall x between
P and other 1d topological orders, X is still a left module over P.

Example 4.4.12. Consider an anomaly-free 2d topological order C with two 1d boundaries P and Q,
which are connected by a 0d domain wall x (see Figure 61). Mathematically, the category X of 0d
topological orders living on the world line of x , i.e., the category of 0d domain walls between P and
Q, is a (P,Q)-bimodule, and both P and Q are closed multi-fusion left C-modules.

When P=Q, the category X is equal to the category P. Both the left and right P-module action on
X are given by the tensor product of P (see Example 4.4.6). ♥
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Example 4.4.13. Let C be an anomaly-free 2d topological order. As depicted in Figure 61, a 0+1D
topological defect y ∈ C is a 0d domain wall between the trivial 1d domain wall C1 (see Example
4.3.2) and itself. ♥

C

QP x

C1C1 y

Figure 61: a typical configuration of 0d topological orders

Example 4.4.14. Let G be a finite group. A projective G-representation is a vector space V equipped
with a group homomorphism ρ̄ : G→ PGL(V ), where PGL(V ) := GL(V )/{λ · idV | λ ∈ C×} is the group
of projective linear transformations on V . It is also the automorphism group of the projective space
P(V ).

Given a projective G-representation (V, ρ̄), since the canonical projection map π: GL(V )→ PGL(V )
is surjective, one can always find a lifting of ρ̄, i.e., a map (not necessarily a group homomorphism)
ρ : G→ GL(V ) such that the following diagram commutes:

G
ρ //

ρ̄ ""

GL(V )

π

��
PGL(V )

In general, one can not find a group homomorphism ρ such that the above diagram commutes. Howver,
the equation ρ̄(g)ρ̄(h) = ρ̄(gh) implies that the map ρ satisfies the equation

ρ(g)ρ(h) = β(g, h) ·ρ(g, h)

for some nonzero complex number β(g, h) ∈ C×. In other words, ρ is ‘almost’ a group homomor-
phism up to some scalar β(g, h). The associativity (ρ(g)ρ(h))ρ(k) = ρ(g)(ρ(h)ρ(k)) implies that the
function β : G × G→ C× satisfies the equation

β(g, h)β(gh, k) = β(h, k)β(g, hk),

or equivalently, dβ = 1 (see Example 4.2.5). Such a function β is called a 2-cocycle (valued in C×). The
space of 2-cocycles is denoted by Z2(G;C×). We also call the pair (V,ρ) a β-twisted G-representation.

This 2-cocycle β depends on the choice of the lifting ρ. If we choose a different lifting ρ′ of ρ̄,
the corresponding 2-cocycle β ′ may be different from β . Assume that ρ′(g) = φ(g) · ρ(g) for some
nonzero complex number φ(g) ∈ C×, then

ρ′(g)ρ′(h) = φ(g)φ(h) ·ρ(g)ρ(h) = φ(g)φ(h)β(g, h) ·ρ(gh).

It follows that
β ′(g, h)φ(gh) = φ(g)φ(h)β(g, h). (4.4.1)

Define

(dφ)(g, h) :=
φ(h)φ(g)
φ(gh)

, g, h ∈ G.

Then (4.4.1) can be rewritten as β ′ = β · dφ. The operator d is usually called the differential. It is
straightforward to check that dφ ∈ Z2(G;C×) is a 2-cocycle. A 2-cocycle obtained by the differential
is called a 2-coboundary. The space of 2-coboundaries (valued in C×) is denoted by B2(G;C×). The
quotient group H2(G;C×) := Z2(G;C×)/B2(G;C×) is called the second group cohomology group of G
(with coefficients in C×). Then the above discussion implies that there is a well-defined cohomology
class [β] ∈ H2(G;C×) associated to each projective representation (V, ρ̄).
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Now we fix a 2-cocycle β ∈ Z2(G;C×). Given two β-twisted G-representation (V,ρ) and (W,σ), a
homomorphism between them is a linear map f : V →W satisfying f ◦ρ(g) = σ(g) ◦ f for all g ∈ G.
All finite-dimensional β-twisted G-representations and homomorphisms between them form a C-linear
category, denoted by Rep(G,β). Indeed, Rep(G,β) is finite semisimple.

Suppose (V,ρ) ∈ Rep(G) and (W,σ) ∈ Rep(G,β). It is easy to see that the tensor product space
V ⊗C W equipped with the G-action defined by

g 7→ ρ(g)⊗C σ(g), g ∈ G,

is also a finite-dimensional β-twisted G-representation, denoted by (V,ρ)⊙ (W,σ). This defines a left
Rep(G)-module structure on Rep(G,β) with the left action ⊙: Rep(G)×Rep(G,β)→ Rep(G,β). ♥

Remark 4.4.15. For each integer n > 1 the cohomology group H2(Zn;C×) is trivial. Also we have
H2(Z2×Z2;C×)≃ Z2, and the nontrivial cohomology class can be induced from the following projective
Z2 ×Z2-representation on C2:

(0, 0) 7→ idC2
, (1,0) 7→ σx , (0,1) 7→ σy , (1,1) 7→ σz .

Moreover, let β be the 2-cocycle induced by the above projective representation. Then Rep(Z2×Z2,β)≃
Vec, and the only simple object (up to isomorphism) is the above one. ♦

Remark 4.4.16. For every finite group G, the inclusion U(1) ,→ C× induces a group isomorphism
H2(G;U(1))→ H2(G;C×). ♦

Remark 4.4.17. More generally, suppose H is a subgroup of G. Since the forgetful functor F : Rep(G)→
Rep(H) is a monoidal functor (see Example 4.2.4), every left Rep(H)-module is naturally a left Rep(G)-
module (see Example 4.4.7). In particular, Rep(H,β) is a left Rep(G)-module for each β ∈ Z2(H;C×).

Indeed, every indecomposable finite semisimple left Rep(G)-module is equivalent to Rep(H,β) for
some subgroup H of G and 2-cocycle β ∈ Z2(H;C×) [Ost03a]. ♦

Remark 4.4.18. Let G be a finite group and β ∈ Z2(G;C×). The β-twisted group algebra C[G,β] is
defined as follows. Its underlying vector space is freely generated by G, or equivalently, spanned by a
family of symbols {vg}g∈G . The multiplication is defined by vg · vh := β(g, h) · vgh for g, h ∈ G. Then
Rep(G,β) is equivalent to the category LModC[G,β](Vec) of finite-dimensional modules over C[G,β].♦

4.4.2 The boundary-bulk relation in 1d

Let P be an anomaly-free 1d topological order and P be its topological skeleton. The category of 0d
boundaries of P is denoted by X. Moving a bulk topological excitation a ∈ P to the boundary changes
the boundary topological order and defines a functor from X to itself. Mathematically, by fixing the first
variable of the module action ⊙: P×X→ X we get a C-linear functor a⊙−: X→ X for each a ∈ P.

We use Z0(X) to denote the category Fun(X,X) of C-linear functors from a finite semisimple cat-
egory X to itself (see Exercise 3.3.43). It is a monoidal category where the tensor product is defined
by the composition of functors. Then we see that the left P-module structure on X induces a monoidal
functor

P→ Fun(X,X)
a 7→ a⊙−.

Moreover, X is a left module over Z0(X) with the left action defined by

Z0(X)×X→ X

(F, x) 7→ F(x).

Example 4.4.19. Let X be a finite semisimple category with n non-isomorphic simple objects, i.e.,
X ≃ Vec⊕n. Then Z0(X) ≃ Mn(Vec) as monoidal categories. Hence Z0(X) is indeed a multi-fusion
category. ♥
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Given a multi-fusion category P and a finite semisimple category X, a left P-module structure on
X is indeed equivalent to a C-linear monoidal functor P→ Fun(X,X). In other words, any left action
of a monoidal category on X factors through Fun(X,X), in the sense that there exists a unique (up to
isomorphism) C-linear monoidal functor ϕ : P→ Z0(X) such that the following diagram commutes up
to isomorphism:

Z0(X)×X

$$
P×X

⊙ //

ϕ×idX
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Remark 4.4.20. The functor category Z0(X) is a kind of E0-center [Lur17]. ♦

Remark 4.4.21. It is also convenient to write a 0d boundary x ∈ X as a pair (X, x) to emphasize the
category X of 0d boundaries. Mathematically, the pair (X, x) is a kind of E0-algebra. ♦

Similar to the 2d case, there is a boundary-bulk relation for 1d topological orders and their 0d
boundaries.

Theoremph 4.4.22 (Boundary-bulk relation in 1d). Suppose P is an anomaly-free 1d topological or-
der. Its topological skeleton is a (unitary) multi-fusion category P. The category of 0d boundaries of P
is denoted by X.

(a) Moving bulk topological defects to boundaries induces a left P-module structure on X.

(b) The monoidal functor P→ Z0(X) induced by the module action is an equivalence.

Remark 4.4.23. Consider the direct sum of n copies of the trivial 1d topological order (11)⊕n. Clearly
the category of its 0d boundaries is the direct sum Vec⊕n of n copies of Vec. By Example 4.4.19 and the
boundary-bulk relation in 1d (Theoremph 4.4.22), the topological skeleton of (11)⊕n is Mn(Vec). This
is consistent with the boundary-bulk relation in 2d (Theoremph 4.2.21) because Z1(Mn(Vec))≃ Vec.

Conversely, a multi-fusion category C satisfies Z1(C) ≃ Vec if and only if C ≃ Mn(Vec) for some
positive integer n (see for example [KZ18a, Corollary 2.5.3]). Physically, an anomaly-free 1d topological
order must be the direct sum of several copies of the trivial 1d topological order [CGW11a]. This also
coincides with the classification of 1+1D fully extended TQFT’s [FHK94, SP11]. ♦

The boundary-bulk relation in 1d also helps us to find the relation between topological orders in
a more general setting. For example, as depicted in Figure 62, a 0d domain wall x between two 1d
boundaries P and Q of a 2d topological order C can be viewed as a boundary of the anomaly-free 1d
topological order Q⊠C P, which is obtained by the relative fusion product. Mathematically, we have
Z0(X)≃ Qrev ⊠C P as multi-fusion categories.

C

QP x

⇝ C

P

Q

x ⇝ Q⊠C P x

Figure 62: the folding trick

Exercise 4.4.24. Let x be a particle-like topological defect in the toric code model. Its 1d bulk can be
obtained via a dimensional reduction process (see Figure 3).

(1) Put this 1d bulk on a circle. What is the GSD?

(2) Find some local operators that commute with the Hamiltonian. These local operators should
explain the nontrivial GSD of this 1d bulk (defined on an open interval). This is similar to the
last example in Section 4.3.3.
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(3) Determine the topological skeleton of this 1d bulk.

(4) Check the boundary-bulk relation in 1d (Theoremph 4.4.22) in this example.

4.4.3 Gapped 0d domain walls in the toric code model

All nontrivial 0d domain walls between 1d domain walls in the toric code model can be reduced to the
following two cases.

First we consider 0d domain walls between the smooth and rough boundaries as depicted in Figure
63. There is no Av operator on the vertex on the domain wall. Clearly both e particles and m particles
can be created or annihilated by local operators near the domain wall, so there is only the trivial
topological excitation 1 on the domain wall. In other words, the category X of 0d domain walls between
the smooth and rough boundaries has only one simple object 1 and thus is equivalent to Vec. This is
consistent with the boundary-bulk relation in 1d and the relative fusion product Rep(Z2)⊠TC VecZ2

≃
Vec≃ Z0(Vec) (see Figure 62).

X≃ Vec

Figure 63: a 0d domain wall between the smooth and rough boundaries of the toric code model

Exercise 4.4.25. The category of 0d domain walls between the smooth boundary and itself is Rep(Z2),
which is clearly a (Rep(Z2), Rep(Z2))-bimodule. Find the bulk of such 0d domain walls by the folding
trick (see Figure 62) and check the boundary-bulk relation in 1d in this example.

Figure 64 depicts 0d domain walls between the trivial 1d domain wall and the e-m-exchange domain
wall. The operator Q is defined as [Bom10, KK12]

Q := σ1
xσ

2
yσ

3
zσ

4
zσ

5
z .

It can be easily verified that Q commutes with all Av and Bp operators, including those on the e-m-
exchange domain wall.

Q
1

2

3

4

5

Figure 64: 0d domain walls between the trivial 1d domain wall and the e-m-exchange domain wall

If we take the Hamiltonian to be

H =
∑

v

(1− Av) +
∑

p

(1− Bp)−Q,
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the ground state subspace is determined by eigenvalues Av = Bp = Q = +1. It generates a topological
defect denoted by χ+, which is a 0d domain wall between the trivial 1d domain wall and the e-m-
exchange domain wall. Similarly, if we take the Hamiltonian to be

H =
∑

v

(1− Av) +
∑

p

(1− Bp) +Q,

then the ground state is determined by the eigenvalues Av = Bp = +1 and Q = −1. It also generates a
topological defect denoted by χ−. The category X of 0d domain walls between the trivial 1d domain
wall and the e-m-exchange domain wall has two simple objects χ± and thus is equivalent to Vec⊕Vec.

Remark 4.4.26. It was long believed that the topological defects χ± are useful in quantum computa-
tion. An experimental realization can be found in [XSWX+23]. ♦

Now we choose the orientation such that X is a (TC,TCφ)-bimodule. It is not hard to compute the
module actions in the lattice model. The left TC-module action on X is given by

e⊙χ± = χ∓, m⊙χ± = χ∓, f ⊙χ± = χ±, (4.4.2)

and the right TCφ-module action on X is given by

χ± ⊙ X = χ∓, χ± ⊙ Y = χ∓, χ± ⊙ Z = χ±. (4.4.3)

Exercise 4.4.27. Prove (4.4.2) and (4.4.3) in the lattice model.

Exercise 4.4.28. Find the 1d bulk of χ± and check the boundary-bulk relation in 1d in this example.
Hint: use the same method in Exercise 4.4.24.

Exercise 4.4.29. The 0d domain walls χ± can be fused along the e-m-exchange domain wall. The
results should be 0d topological defects in the toric code model.

(1) Consider the ‘shortest’ e-m-exchange domain wall and two end points as depicted in Figure 65
(a). Prove that

Q1Q2 = Av1
Av2

Bp, [Q i , Bp] = 0, {Q i , Av1
}= {Q i , Av2

}= 0, (i = 1,2)

where the plaquette p and vertices v1, v2 are depicted in Figure 65 (b).

(2) Conclude that the fusion rules of χ± along the e-m-exchange domain wall are (see [Bom10,
KK12])

χ± ⊗χ± = 1⊕ f , χ± ⊗χ∓ = e⊕m. (4.4.4)

Q2

Q1

(a)

v1

v2

p

(b)

Figure 65: the fusion of χ± along the e-m-exchange domain wall
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Remark 4.4.30. From (4.4.2) and (4.4.4) we see that the set {1, e, m, f ,χ+,χ−} is closed under the
fusion. In other words, these topological defects generates a fusion category21, denoted by TC+. How-
ever, TC+ is not a braided fusion category. For example, the ‘braiding’ of e with χ± (see Figure 66) is
an instanton

χ± ⊗ e→ m⊗χ±
because moving an e particle across the e-m-exchange domain wall gives an m particle. These ‘braidings’
do not form an ordinary braiding structure.

Roughly speaking, a G-crossed braided fusion category [Tur00, Kir01, Müg04, DGNO10] (where G
is a finite group) is a G-graded fusion category C=

⊕

g∈G Cg equipped with a compatible G-action and
a G-crossed braiding

cx ,y : x ⊗ y → g(y)⊗ x , x ∈ Cg , y ∈ C.

A typical example is VecωG for ω ∈ Z3(G;C×). It has a unique structure of a G-crossed braided fusion
category (up to a unique isomorphism) with the obvious G-grading [DGNO10]. In the above example,
TC+ admits a Z2-grading TC+ = (TC+)0 ⊕ (TC+)1 with (TC+)0 = TC and (TC+)1 generated by χ±. The
Z2-action on TC+ is given by exchanging e and m. Thus TC+ is a Z2-crossed braided fusion category
[BBCW19]. ♦

χ±
em

Figure 66: The ‘braiding’ of e or m with χ±

4.4.4 Morita equivalence

Suppose P and Q are gapped 1d boundaries of a 2d topological order C. Let P and Q be the topological
skeletons of P and Q, respectively. Assume that there exists at least one 0d domain wall x between P
and Q. Then the category of 0d domain walls between P and Q is a nonzero finite semisimple (P,Q)-
bimodule X and x ∈ X. By reversing the orientation, the opposite category Xop is a finite semisimple
(Q,P)-bimodule (see Example 4.4.9), which is the category of 0d domain walls between Q and P.

The 0d domain walls can be fused along Q (see Figure 67). Thus the category of 0d domain walls
between P and P can be obtained by the relative tensor product X ⊠Q Xop. On the other hand, the
category of 0d domain walls between P and itself is just the topological skeleton P of P. Hence, there
is an equivalence X⊠QXop ≃ P of (P,P)-bimodules. Similarly, there is also an equivalence Xop⊠PX≃ Q

of (Q,Q)-bimodules.

C

PQP

x ∈ X y ∈ Xop

⇝

C

PP

x ⊠Q y ∈ X⊠Q Xop

Figure 67: Morita equivalence

21Indeed, there are still two possible choices of the associator, which are essentially the same as the two choices of the associator
of Ising type fusion categories.
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Definition 4.4.31 ([Müg03a, EO04, ENO10]). Let P,Q be multi-fusion categories. A finite semisim-
ple (P,Q)-bimodule X is called invertible if there is an equivalence of (P,P)-bimodules:

X⊠Q Xop ≃ P

and an equivalence of (Q,Q)-bimodules:

Xop ⊠P X≃ Q

If there exists an invertible (P,Q)-bimodule, we say P and Q are Morita equivalent. ■

By the above discussion, the topological skeletons P,Q of two gapped 1d boundaries P,Q of a 2d
topological order C are Morita equivalent if there exists at least one 0d domain wall between P and Q.

Remark 4.4.32. If C is an anomaly-free stable 2d topological order, then for every gapped 1d bound-
aries P,Q of C, there exists at least one 0d domain wall between them. Figure 68 depicts a proof. By
the folding trick, a 0d domain wall between P and Q is the same as a 0d boundary of Q⊠C P. Since
every anomaly-free 1d topological order is the direct sum of several copies of the trivial 1d topological
order (see Remark 4.4.23), it has at least one gapped boundary x .

However, if C is not stable, it is possible that there is no 0d domain wall between two gapped 1d
boundaries. Why does the above argument not apply to unstable case? The point is that the dimensional
reduction Q⊠CP may be zero, and it means that such a dimensional reduction is physically forbidden.♦

C PQ ⇝ Q⊠C P

x

⇝ PQ

x

C
⇝

C

QP x

Figure 68: the existence of a 0d domain wall between two boundaries

Example 4.4.33. Suppose M is a gapped 1d domain walls in an anomaly-free stable 2d topological
order C, then its topological skeleton M is Morita equivalent to C [GJF19a, KLWZZ20b]. Indeed, by
the folding trick, a gapped 1d domain wall in C is the same as a gapped 1d boundary of C⊠C (which
is stable), and clearly C1 is such a boundary (see Figure 52). ♥

The above discussion, together with the boundary-bulk relation in 2d (Theoremph 4.2.21), also lead
to the following mathematical theorem [Müg03a, NN08, ENO11].

Theorem 4.4.34. Two indecomposable multi-fusion categories P,Q are Morita equivalent if and only
if their Drinfeld centers Z1(P),Z1(Q) are equivalent as braided fusion categories.

Example 4.4.35. Let G be a finite group. Recall Example 4.2.32 that Z1(Rep(G)) and Z1(VecG) are
equivalent as braided fusion categories. Thus Rep(G) and VecG are Morita equivalent. Indeed, there
is an invertible bimodule Vec, where the module action of Rep(G) and VecG on Vec are induced by the
forgetful functors Rep(G)→ Vec and VecG → Vec, respectively. ♥

Remark 4.4.36. Let P be an indecomposable multi-fusion category and X be a nonzero finite semisim-
ple left P-module. Then all left P-module functors from X to itself and left P-module natural trans-
formations (see Remark 4.4.11) also form a multi-fusion category, denoted by FunP(X,X). Also X is
a finite semisimple left FunP(X,X)-module, or equivalently, a finite semisimple right FunP(X,X)rev-
module. Then P is Morita equivalent to FunP(X,X)rev with an invertible (P, FunP(X,X)rev)-bimodule
X.

Conversely, if P,Q are multi-fusion categories with an invertible finite semisimple (P,Q)-bimodule
X, then we have Q ≃ FunP(X,X)rev and P ≃ FunQrev(X,X) as multi-fusion categories [Müg03a, EO04,
ENO10]. ♦
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Remark 4.4.37. It is possible that there are different invertible bimodules between two multi-fusion
categories. For example, let G be a finite group. Then for each β ∈ Z2(G;C×) the module category
Rep(G,β) is an invertible (Rep(G), Rep(G))-bimodule. ♦

Remark 4.4.38. Suppose P,Q are gapped 1d boundaries of a 2d topological order C. Then Q can
be obtained from P by condensing some topological defects of P. Indeed, suppose x is a 0d domain
wall between P and Q. By reversing the orientation, x is also a 0d domain wall between Q and P
[Kon14a]. Then the fusion Ax := x ⊠Q x is a 0d domain wall between P and P, i.e., Ax ∈ P. Similarly,
Bx := x⊠P x ∈ Q is a 0d domain wall between Q and Q. The critical point of the condensation from P to
Q driven by Ax ∈ P is depicted in Figure 69. Conversely, it is also the critical point of the condensation
from Q to P driven by Bx ∈ Q.

Mathematically, suppose P,Q are fusion categories and M is an invertible (P,Q)-bimodule. Then
for any nonzero x ∈M the internal hom Ax := [x , x]P is an algebra Ax ∈ P. Moreover, Q is equivalent
to the category BModAx |Ax

(P) of (Ax , Ax)-bimodules in P. ♦

C

PPPPP

AxAxAxAx

=

C

QPQPQP

xxxxx

=

C

QQQQQ

BxBxBxBx

Figure 69: a critical point of the condensation from P to Q

4.4.5 The structure of multi-fusion categories

Consider a (potentially anomalous) 1d topological order P whose ground state subspace is n-fold de-
generate. We only consider the case that the bulk of P is stable. In other words, its topological skeleton
P is a multi-fusion category with 1=

⊕n
i=1 1i , where each 1i is generated by a single ground state |ψi〉

and thus is a simple object in P. The physical intuition that two different ground states |ψi〉 and |ψ j〉
can not be smoothly connected implies that 1i ⊗ 1i = 1i and 1i ⊗ 1 j = 0 for i ̸= j.

Now we add a perturbation to P such that the ground state falls into a single one |ψi〉. Then we
get a stable 1d topological order, denoted by Pi . Its topological skeleton is a fusion category, denoted
by Pii . Moreover, P is the direct sum of these stable topological orders, i.e., P=

⊕

i Pi .
If we add different perturbations in different regions, every choice of perturbations produces a 0d

domain wall between these regions (see Figure 70). Clearly the category of 0d domain walls between
Pi and P j should be a full subcategory of P defined by

Pi j := 1i ⊗P⊗ 1 j := {1i ⊗ x ⊗ 1 j | x ∈ P}.

When i = j, it recovers the topological skeleton Pii . In particular, the tensor unit of Pii is 1i .

bulk

P

perturbation
−−−−−−→

bulk

P jPi x

Figure 70: a multi-fusion category P
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Remark 4.4.39. Since the perturbation is on the 1d boundary P and does not affect the 2d bulk, we
immediately know that allPi ’s share the same bulk withP. By the boundary-bulk relation in 2d, we have
Z1(Pii) ≃ Z1(P) as braided fusion categories. Also, by Theorem 4.4.34, every Pii is Morita equivalent
to P. Moreover, Pi j is an invertible (Pii ,P j j)-bimodule. ♦

It is clear that

P= 1⊗P⊗ 1=
�
⊕

i

1i

�

⊗P⊗
�
⊕

j

1 j

�

=
⊕

i, j

1i ⊗P⊗ 1 j =
⊕

i, j

Pi j .

Then we have the following structure theorem of a multi-fusion category [ENO05, EO04, KZ18a].

Theorem 4.4.40. Let P be a multi-fusion category. Assume that 1 =
⊕

i 1i where each 1i is simple.
Define Pi j := 1i ⊗P⊗ 1 j .

(a) We have 1i ⊗ 1i = 1i and 1i ⊗ 1 j = 0 for i ̸= j.

(b) P=
⊕

i, j Pi j .

(c) The tensor product of P restricts to a functor Pi j × P jk ≃ Pik for every i, j, k. In other words,
Pi j ⊗P jk ⊆ Pik.

(d) When P is indecomposable (see Remark 4.2.26), each component Pi j is non-zero. Moreover, the
tensor product induces an equivalence of (Pii ,Pkk)-bimodules for every i, j, k:

Pi j ⊠P j j
P jk ≃ Pik.

In particular, Pi j is an invertible (Pii ,P j j)-bimodule for all i, j. Hence all fusion categories Pii are
Morita equivalent.

Hence, every multi-fusion category P can be written as a square matrix (Pi j), in which diagonal
components are fusion categories. It is indecomposable if and only if the matrix is not block-diagonal
(up to permutation). The simplest example of an indecomposable multi-fusion category is Mn(Vec), in
which every component is Vec.

4.5 Condensation completion

4.5.1 Topological skeleton of a 2d topological order

As explained in Section 2.4, the topological skeleton of a 2d topological order C consists of all topologi-
cal defects of codimension 1 and higher in C. There are 1d domain walls in C, 0d domain walls between
1d domain walls and instantons (see Figure 71). In particular, a particle-like topological defect is a 0d
domain wall between two trivial 1d domain walls.

L

M

N

a

b
C C

(a) 1d and 0d domain walls in a 2d
topological order C

C

C

C

x

y
C C

(b) The particle-like topological de-
fects are 0d domain walls between
two trivial domain walls.

Figure 71: the topological skeleton of a 2d topological order C

We have shown that the 0d domain walls between two 1d domain walls M and N (and instantons
between them) form a category, denoted by Hom(M,N). The main structure of this category is the
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fusion of instantons on the world line. Moreover, these 0d domain walls can be fused along 1d domain
walls. For example, two 0d domain walls a and b in Figure 71 (a) can be fused along M, and the result
is a 0d domain wall between L and N, denoted by b⊠M a or simply b◦a. In this process, the instantons
on the world lines of 0d domain walls are also fused together. So the fusion of 0d domain walls defines
a functor

◦: Hom(M,N)×Hom(L,M)→ Hom(L,N).

These defects and their relationship lead to the following structure.

Definition 4.5.1 (not rigorous). A 2-category C consists of the following data:

• a set ob(C), whose elements are called objects of C;

• a category HomC(x , y) for each x , y ∈ ob(C), called the hom category from x to y;

• a functor ◦: HomC(y, z)×HomC(x , y)→ HomC(x , z) for every x , y, z ∈ ob(C), called the compo-
sition functor;

• an object 1x ∈ HomC(x , x) for every x ∈ ob(C), called the identity;

• some higher coherence data;

These data should satisfy some conditions like (higher) associativity and unity axioms. The objects and
morphisms in hom categories are also called 1-morphisms and 2-morphisms in C, respectively. In a fixed
hom category HomC(x , y), the composition of two 2-morphisms α,β is denoted by β ·α. ■

Notation 4.5.2. In this work, 2-categories are labeled by \mathbf font: C,D,E. . . .

Example 4.5.3. We list some 2-categories:

1. Categories, functors and natural transformations form a 2-category.

2. Finite semisimple categories, C-linear functors and natural transformations form a 2-category,
denoted by 2Vec.

3. Monoidal categories, monoidal functors and monoidal natural transformations form a 2-category.

4. Fusion categories, C-linear monoidal functors and monoidal natural transformations form a 2-
category.

5. Braided monoidal categories, braided monoidal functors and monoidal natural transformations
form a 2-category.

6. Let C,D be a multi-fusion category. Finite semisimple left C-modules, left C-module functors
and left C-module natural transformations (see Remark 4.4.11) form a 2-category, denoted by
LModC(2Vec). Similarly, finite semisimple right D-modules, D-module functors and D-module
natural transformations form a 2-category RModD(2Vec), and finite semisimple (C,D)-bimodule,
(C,D)-bimodule functors and (C,D)-bimodule natural transformations form a 2-category BModC|D(2Vec).
♥

Remark 4.5.4. Two multi-fusion categories P and Q are Morita equivalent if and only if RModP(2Vec)
and RModQ(2Vec) are equivalent. ♦

The topological skeleton of a 2d topological order C, denoted by C, is a 2-category:

• The objects are gapped 1d domain walls (i.e., string-like topological defects) in C.

• The 1-morphisms between two objects (1d domain walls) are 0d domain walls between them.

• The 2-morphisms between two 1-morphisms (0d domain walls) are instantons between them.

• The composition functors are given by the fusion of 0d domain walls, and the identities are given
by trivial 0d domain walls.
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In particular, the hom category HomC(1C,1C) from the trivial 1d domain wall to itself is the category C

of particle-like topological defects of C.

Remark 4.5.5. There are different fusion or composition of 2-morphisms in a 2-category. As depicted
in Figure 72, instantons (2-morphisms) can be fused vertically. On the other hand, 0d domain walls
(1-morphisms) can be fused horizontally along 1d domain walls (objects), and the instantons on the
world lines are also horizontally fused together. So there are two ways to fuse four instantons: we can
first fuse them vertically to get two instantons, and then do horizontal fusion; we can also horizontally
fuse x and y and then do vertical fusion. These two processes should give the same result. In other
words, we have

( f2 · f1) ◦ (g2 · g1) = ( f2 ◦ g2) · ( f1 ◦ g1).

This equation means that the composition ◦: HomC(M,N)×HomC(L,M)→ HomC(L,N) is a functor,
and is also called the middle four exchange property of a 2-category. ♦

C

LMN
x1 y1

x2

x3

f1

f2
y2

y3

g1

g2

Figure 72: the middle four exchange property

Moreover, the topological skeleton C of a 2d topological order C has more structure than a 2-
category because 1d domain walls (objects) can also be fused together. This intuition implies that C
is a monoidal 2-category. We do not give the precise mathematical definition of a monoidal 2-category
here.

4.5.2 Topological skeleton of the toric code model

As explained above, the topological skeleton of the toric code model, including the topological defects
of codimension 1 and higher, forms a monoidal 2-category, denoted by TC. Its 2-category structure is
depicted in the following diagram:

ss sr

unit dual

rr rs

Rep(Z2)⊠Rep(Z2) Rep(Z2)⊠VecZ2

Z1(Rep(Z2)) Z1(Rep(Z2))

VecZ2
⊠VecZ2 VecZ2

⊠Rep(Z2)

Here six vertices are simple objects of TC, i.e., simple 1d domain walls in the toric code model. The
vertex ‘unit’ is the trivial domain wall, ‘dual’ is the e-m-exchange domain wall, and the other four are
non-invertible 1d domain walls (see Section 4.3.2). The arrows between vertices denote hom categories
between simple objects, i.e., the categories of 0d domain walls between 1d domain walls. Each black
arrow denotes the fusion category of 0d domain walls between a 1d domain wall and itself, i.e., the
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topological skeleton of a 1d domain wall, which is computed in Section 4.3.2. The other hom categories
are essentially computed in Section 4.4.3. A red line means that the corresponding hom category is
equivalent to Vec ⊕ Vec, and a blue line means that the corresponding hom category is equivalent to
Vec.

Also, we list the fusion rules of simple objects of TC in Table 1.

⊗ unit dual ss sr rs rr

unit unit dual ss sr rs rr

dual dual unit rs rr ss sr

ss ss sr 2ss 2sr ss sr

sr sr ss ss sr 2ss 2sr

rs rs rr 2rs 2rr rs rr

rr rr rs rs rr 2rs 2rr

Table 1: the fusion rules of simple string-like topological defects (gapped 1d domain walls) in the toric
code model

Exercise 4.5.6. Explicitly calculate the composition functors of the 2-category TC.

Remark 4.5.7. A topological order admitting a gapped boundary is called a non-chiral topological
order. All 2d non-chiral topological order can be realized by the so-called Levin-Wen models [LW05],
each of which is constructed from the data of a fusion category A, and realizes the 2d topological order
(Z1(A), 0) [LW05, KK12]. The toric code model can be viewed as an example of Levin-Wen model when
A = Rep(Z2) (or VecZ2

). All topological defects in a 2+1D non-chiral topological orders had been
constructed explicitly in Levin-Wen models in [KK12]. Moreover, they form a monoidal 2-category
BModA|A(2Vec), which consists of finite semisimple A-A-bimodule categories as objects, bimodule
functors as 1-morphisms and bimodule natural transformations as 2-morphisms. ♦

Remark 4.5.8. For each G-crossed braided fusion category there is an associated monoidal 2-category
[Cui19]. The monoidal 2-category TC× associated to the Z2-crossed braided fusion category TC+ (see
Remark 4.4.30) is the full sub-2-category of TC containing the trivial 1d domain wall and the e-m-
exchange domain wall (i.e., two invertible objects in TC). ♦

4.5.3 Condensation completion

In general, the topological skeleton C of a 2d topological order C forms a multi-fusion 2-category, a
notion which was introduced by Douglas and Reutter [DR18]. A multi-fusion 2-category is a monoidal
2-category satisfying some properties. The most important property is that a multi-fusion 2-category is
idempotent complete [DR18]. The idempotent completeness of a 2-category is a generalization of the
idempotent completeness of a 1-category defined in Definition 3.3.16. It was first briefly introduced
by Carqueville and Runkel under the name of ‘orbiford completion’ in [CR16] and was thoroughly
developed later in [DR18]. The theory of idempotent completeness was later generalized to higher
categories by Gaiotto and Johnson-Freyd [GJF19a] under the name of Karoubi completeness or conden-
sation completeness (see also [KLWZZ20b]).

Physically the condensation completeness means that all condensation descendants are included.
First we consider the modular tensor category C of particle-like topological defects of an anomaly-free
stable 2d topological order C. There is a 2-category BC defined by the following data:

• There is only one object, i.e., ob(BC) := {∗}.

• HomBC(∗,∗) := C.

• The composition and identity are defined by the tensor product and tensor unit of C.
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Moreover, BC is a monoidal 2-category. This construction is similar to Example 3.3.7 and Example
3.4.25. Since C = HomC(1C,1C), the monoidal 2-category BC is a sub-2-category of C, consisting of
the trivial 1d domain wall in C and 0d domain walls on the trivial 1d domain wall. Since all simple
1d domain walls in C can be obtained from the trivial 1d domain wall by condensing some particle-
like topological defects (see Remark 4.4.38), BC is not condensation complete and the condensation
descendants form the 2-category C. We say that the condensation completion of BC is C because C is
the minimal condensation complete 2-category containing BC.

Example 4.5.9. The condensation completion of B(TC) is TC. Similarly, the condensation completion
of TC× (see Remark 4.5.8) is also TC [DR18]. ♥

Given a 2d topological order C (which is not necessarily anomaly-free nor stable), its topological
skeleton is a multi-fusion 2-category C, which can be viewed as a categorical description of C. Re-
call Remark 3.5.13 that when C is anomaly-free and stable, the unitary modular tensor category C

of particle-like topological defects of C can also be viewed as a categorical description of C. What is
the relation between these two descriptions? Ineed, when C is anomaly-free and stable, the (unitary)
modular tensor category C and the fusion 2-category C can determine each other [JF22]. By defini-
tion we have HomC(1C, 1C) = C. Conversely, C is equivalent to RModC(2Vec) (see Example 4.5.3)
[GJF19a, KLWZZ20b]. This is because that the topological skeleton of each 1d domain wall in C is
Morita equivalent to C (see Example 4.4.33 and Remark 4.4.36 4.5.4).

By describing a 2d topological order by its topological skeleton, there is another boundary-bulk
relation for 2d topological orders and gapped 1d boundaries [KLWZZ20b, KZ22a], similar to Theoremph

4.4.22.

Theoremph 4.5.10 (Boundary-bulk relation in 2d, 2nd version). Let C be an anomaly-free 2d topo-
logical order (which is not necessarily stable). Its topological skeleton is a multi-fusion 2-category C.

(a) All gapped 1d boundaries of C and 0d domain walls between them, as well as instantons, form a
finite semisimple 2-category, denoted by M.

(b) The bulk-to-boundary map induces an equivalence C≃ Z0(M) of multi-fusion 2-categories, where
Z0(M) := Fun(M,M) is the 2-category of C-linear 2-functors from M to itself.

Remark 4.5.11. Suppose C is an anomaly-free stable 2d topological order and M is a gapped 1d
boundary of C. By definition M is an object of the 2-category M of gapped boundaries of C, and
HomM(M,M) =M is the topological skeleton of M. On the other hand, M is the condensation comple-
tion of BM, because the topological skeletons of all gapped 1d boundaries of C are Morita equivalent.
Also M is equivalent to RModM(2Vec) (see Remark 4.4.36 4.5.4). ♦

Remark 4.5.12. When C is an anomaly-free stable 2d topological order, Theoremph 4.2.21 is a direct
corollary of Theoremph 4.5.10 [KLWZZ20b] by taking the hom category of the tensor unit in the equiv-
alence C≃ Z0(M). ♦

Remark 4.5.13. Recall Theoremph 3.5.4 that a stable 2d topological order C is anomaly-free if and only
if the (unitary) braided fusion category C of particle-like topological defects is nondegenerate, i.e., the
Müger center Z2(C) ≃ Vec is trivial. There is also a boundary-bulk relation for an anomaly-free stable
3d topological order B and a 2d gapped boundary C [KWZ15, KWZ17]:

(a) The bulk topological defects of codimension 2 and higher form a braided fusion 2-category B.

(b) The topological skeleton of the boundary C is a multi-fusion 2-category C.

(c) The bulk-to-boundary map induces an equivalence B≃ Z1(C) of braided fusion 2-categories.

This boundary-bulk relation has also been checked in a concrete lattice model [KTZ20a]. In particular,
a (not necessarily stable) 2d topological order C is anomaly-free if and only if its topological skeleton
C satisfies Z1(C)≃ 2Vec. ♦
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5 Advanced topics

In this section, we recommend a few books on tensor categories and briefly outline a few advanced
topics on the interaction between the physics of topological orders and the category theory. We also
provide some references so that intrigued readers can explore these topics by themselves. The physical
literature on topological orders is gigantic. We only include those directly related to category theory.
Many others can be found in Wen’s reviews [Wen17, Wen19] and references therein.

5.1 Historical remarks and books on tensor categories

In previous sections, we have already seen how the mathematical theory of (braided) fusion categories
emerges from the physics of 1d and 2d topological orders. Now we give brief historical remarks on
fusion category and its application to physics.

In mathematics, the notion of a (multi-)fusion category was studied long ago (see for example
[DM82]), but the name was coined in [ENO05]. The subject was revived in 1990s under the influence
of physics. In 1989, the mathematical structure of a modular tensor category, originally formulated non-
categorically as the so-called Moore-Seiberg data, was first discovered in the study of 1+1D rational
conformal field theories by Moore and Seiberg [MS89a, MS90] (see [Hua08b, Hua08a] and references
therein for the story on the mathematical side). It was later reformulated categorically by Reshetikhin
and Turaev, and was used to construct the so-called Reshetikhin-Turaev TQFT’s [RT91, Tur20]. In 1992,
Turaev and Viro introduced the state-sum construction of TQFT’s based on modular tensor categories
[TV92]. Barrett and Westbury later generalized Turaev-Viro’s construction to spherical fusion categories
[BW96, BW99]. In 2001, Müger proved that the Drinfeld center of a spherical fusion category is a
modular tensor category [Müg03b], and Ostrik initiated the study of the representation theory of fusion
categories [Ost03a, Ost03b]. Since then, the study of fusion categories has entered its golden age.

In physics, around 1989, it was noticed by mathematical physicists that modular tensor categories
can be used to describe anyon systems (see for example [Wit89, MS89a, FRS89, FG90, Reh90, MR91,
Wen91]). Condensed matter physicists learned this fact from Kitaev’s review in [Kit06, Appendix E]
many years later. In 1997, modular tensor categories reappeared as the categories of anyons in Kitaev’s
quantum double models [Kit03]. In 2004, fusion categories were first used by Levin and Wen in their
construction of string-net models (also called Levin-Wen models) [LW05]. In 2011, Kitaev and Kong
applied the representation theory of fusion categories to the construction of all gapped defects of codi-
mension 1 and 2 in Levin-Wen models, including boundaries, walls and walls between walls [KK12]. In
2013, Kong gave a precise and complete categorical characterization of anyon condensations in 2+1D
topological orders in terms of algebras in modular tensor categories [Kon14b]. In 2014, Barkeshli,
Bonderson, Cheng and Wang found the precise mathematical characterization of bosonic 2d SPT/SET
orders in terms of G-crossed braided fusion category [BBCW19]. Since 2014, we have witnessed a new
wave of applying category theory in the study of topological orders (or SPT/SET orders). Some of the
references will be provided in later subsections when we discuss advanced topics.

Now we recommend a few books and some references on tensor categories. For elementary no-
tions in category theory, such as categories, functors, natural transformations, adjoint functors, lim-
its/colimits, etc., readers can consult with standard textbooks on category theory (see for example
[Mac78, Awo10, Rie17]). For modular tensor categories, readers can consult with Turaev’s book [Tur20]
and Bakalov and Kirillov Jr.’s book [BK01]. Both books teach the so-called graphic calculus, which is
a very useful tool for explicit calculation. They also discuss the relation between modular tensor cate-
gories and TQFT’s. For further study of (braided) fusion categories, the standard references for mathe-
maticians are the book “Tensor categories” written by Etingof, Gelaki, Nikshych and Ostrik [EGNO15]
and their influential papers [Ost03a, Ost03b, ENO05, EO04, ENO04, ENO11, ENO10]. The lecture
notes [Pen21] written by David Penneys are also friendly to physicists. For applications in topological
quantum computing, we recommend Zhenghan Wang’s book [Wan10]. Interestingly, [EGNO15] does
not use graphic calculus at all for good and important reasons. Physics oriented readers might find
[EGNO15] difficult to follow. In this case, we recommend Turaev and Virelizier’s book [TV17], where
the graphic calculus is used. But for those who really want to dig deeper in this subject, we would
like to emphasize that non-graphic techniques in [EGNO15] are unavoidable eventually. We also rec-
ommend readers to a few important developments [DGNO07, DGNO10, DMNO13, DNO12, DN13,
DSPS20, Shi16, KZ18a, FSS19, BJS21, BJSS21, DN21] that are not covered in the book [EGNO15].
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There are other important developments of (braided) fusion (higher) categories related to physics. We
choose to cover some of them in the later subsections.

5.2 Factorization homology

We have emphasized in Section 2.2 that the notion of a phase is a macroscopic notion defined on a
disk-like region in the infinite size limit (i.e., on Rn). In principle, it can be described by Rn-observables
in the long wave length limit. For example, in 2d, among all such observables, particle-like topological
defects and their fusion-braiding properties form a unitary modular tensor category (UMTC) A, which
characterizes the topological order up to invertible ones. The UMTC is an R2-observable but not a
global observable defined on any 2-dimensional closed manifolds. For example, the double braiding
can not be a global observable on a 2-sphere (see Remark 3.5.14). We should ask the obvious question:
what are the global observables on a closed 2-dimensional manifold Σ?

It turns out that the global observables can be obtained by integrating the R2-observable A over Σ.
We denote the integral by

∫

Σ
A. It was explicitly computed in [AKZ17]. The mathematical foundation

of this integral is the mathematical theory of factorization homology (see [Lur17] or a recent review
[AF20] and references therein).

Theorem 5.2.1 ([AKZ17]). Let Σ be a closed 2-dimensional manifold of genus g and A be a UMTC.
Then we have

∫

Σ

A=
�

Vec,HomA

�

1A, (
⊕

i

i∗ ⊗ i)⊗g
�

�

,

where the vector space HomA(1A, (
⊕

i i∗ ⊗ i)⊗g) is an object in Vec and is precisely the ground state
degeneracy (GSD) of the associated topological order on Σ.

Remark 5.2.2. Mathematical works on integrating braided monoidal categories on surfaces can also
be found in David Ben-Zvi, Adrien Brochier, and David Jordan’s works [BZBJ18a, BZBJ18b]. ♦

Remark 5.2.3. The mathematical theory of factorization homology was originated from Beilinson and
Drinfeld’s theory of chiral homology [BD04], which was motivated by Geometric Langlands Correspon-
dence and Conformal Field Theory. ♦

Remark 5.2.4. By the mathematical theory of factorization homology, one can integrate any En-algebras,
which can be viewed as the local observable algebras of certain quantum field theories, on any n-
dimensional closed/open manifolds. For example, a braided monoidal category A can be viewed as an
E2-algebra in the symmetric monoidal 2-category Cat of 1-categories. By integrating A over a closed
surface Σ, we obtain an E0-algebra in Cat, which is defined by a pair (X, u), where X is a 1-category
and u is a distinguished object in X. A special case of this general result is Theorem 5.2.1. This result
can also be understood physically as follows. Integrating the UMTC A over Σ amounts to squeezing the
associated topological order to a point, which can be viewed as a particle in the trivial 2d topological
order, i.e., (Vec, u). From this picture, it is easy to see that X ̸= Vec if A has degenerate braidings.
More discussion of the application of En-monoidal categories and En-centers in the study of topological
orders can be found in [JF22, KZ22a]. ♦

Remark 5.2.5. In physics, it is also interesting to compute the GSD on 2-dimensional surface deco-
rated by higher codimensional defects, such as gapped boundaries, domain walls and 0d defect junc-
tions [Kap14b, HW15b, LWW15] (see also [HSW12, HWW13, WWH15, HWW17, HLPWW18, BHW17,
WLHW18, WHW22] for the computation of the GSD in concrete lattice models in 2d or 3d). This
amounts to compute the factorization homology on disk-stratified surfaces [AKZ17], the mathematical
theory of which was developed in [AF15, AFT17, AFT16, AFR18] (see also [BZBJ18b]). ♦

5.3 String-net models

Constructing lattice models to realize topological orders is an important direction in the study of topo-
logical orders. It turns out that category theory is also useful in the construction of lattice models and
played an important role in the introduction of category theory to the study of topological orders.
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It start from Kitaev’s construction of quantum double models (including the toric code model) in
[Kit03], where the idea of topological quantum computing was proposed. This work, together with
Kitaev’s honeycomb model [Kit06], played a crucial role in removing the doubts among theorists on
the existence of quantum spin liquids (see [ZKN17] for a review). Kitaev’s quantum double models are
built from the group algebras of finite groups and are the lattice model realizations of 2d Dijkgraaf-
Witten TQFT’s [DW90]. The particle-like topological defects in these models can be identified with
the UMTC Z1(VecG). Kitaev’s quantum double model was later generalized to quantum double models
based on (weak) C∗-Hopf algebras [BMCA13, BK12, Cha14] and to twist quantum double models in
[HWW13].

Partially motivated by Kitaev’s work [Kit03] and Turaev-Viro TQFT’s [TV92, BW96], Levin and Wen
introduced their string-net models, which are also called Levin-Wen models, in [LW05]. Levin-Wen
models can be viewed as the lattice model realizations of Turaev-Viro-Barrett-Westbury TQFT’s [KMR10,
KKR10, Kir11, BK12]. A Levin-Wen model is built from the data of a unitary fusion category C. The
category of particle-like topological defects was computed in a few examples and was conjectured to
be the Drinfeld center of C in [LW05]. This conjecture was later proved in [KK12] as a byproduct
of a systematic construction of the topological defects of all codimensions in Levin-Wen models via
the representation theory of unitary fusion categories (see also [Kon13, LW14]). This work further
motivated the studies of gapped boundaries in quantum double models [BSW11, BHW17, CCW17].
The relation between Kitaev’s quantum double models and Levin-Wen models were clarified in [BA09,
BCKA13]. Roughly speaking, quantum double models based on C∗-Hopf algebras is equivalent to (via a
Fourier transformation) the so-called extended string-net models constructed from the data of a unitary
fusion category C, together with a fiber functorω: C→ Vec [BCKA13]. Another type of extended string-
net models and their gapped boundaries (based on Frobenius algebras in unitary fusion categories) were
extensively developed by Hu, et al. [HGW18, HWW17, HLPWW18, WHW22].

String-net models in 2d were further generalized to constructions based on mathematical struc-
tures different from unitary fusion categories [Run20, HW20, LLB21] and to non-unitary cases in
[FGHT+12, LVHV20, CLYH22] and to symmetry enriched topological orders [GWW15, CCCH+15, GK16,
BGK17, HBFL16]. String-net models in 3d were considered in Levin and Wen’s original paper [LW05],
and were further developed in the so-called Walker-Wang models [WW11], and in a generalization
based on G-crossed braided fusion categories [Cui19], and in (higher) gauge theories [BCKMM17,
BCKMM19, ZLW19, BD19, BD20, BD21, BD22], and in its full generality based on fusion 2-categories
[DR18, XLLC21].

5.4 Anyon condensation and higher algebras

A 2d topological order can be transformed into another one via the so-called anyon condensations
(or boson condensations). The anyon condensation theory was originated in the study of the ex-
tensions of chiral algebras [MS89b] and was first studied by Moore and Seiberg in a special case in
[MS89c]. A systematic study of anyon condensations was initiated by Bais, Schroers, Slingerland in
2002 based on the idea of Hopf symmetry breaking [BSS02, BSS03], and was further developed by
Bais and Slingerland in an influential work [BS09], and was followed by many others (see for example
[BMD08, BSH09, BW10, BSS11, BR12, BJLP19]). The precise mathematical description of an anyon
condensation was first obtained for 2+1D finite abelian gauge theories [KS11, Lev13, BJQ13], and
was fully established for all 2+1D topological orders in [Kon14a] based on many earlier mathemati-
cal works. In mathematics, without knowing its relation to anyon condensations, the corresponding
mathematical theory was developed earlier and independently by Böckenhauer, Evans and Kawahigashi
[BEK99, BEK00, BEK01] in 1999-2001 in terms of the language of subfactors and by Kirillov, Jr. and
Ostrik [KO02] in 2001 in terms of the language of algebras in modular tensor categories (see also
[FFRS06])22, and by Davydov, Müger, Nikshych and Ostrik in [DMNO13]. Ironically, the connection
between the mathematical results and the physical problem was unnoticed for many years before it
was fully established in 2013 [Kon14a] (see also [ERB14, HW15a] and see [Bur18] for a review and
references therein).

The mathematical theory of anyon condensation demands a lot of new mathematical notions. But
we decide to summarize this theory below without explaining these notions not only because readers

22A dictionary between two languages provided by Kawahigashi can be found in the Introduction Section in [Kon14a].
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C

D

Figure 73: We consider an anyon condensation occurring in a 2d region in a 2d topological phase C. It
produces a gapped domain wall between C and the new phase D.

can get some glimpse of this theory and an impression that the theory is rich, precise and completely
computable, but also because it reveals its relation to higher algebras and their higher representation
theories (see Remark 5.4.2).

Theoremph 5.4.1 ([Kon14a]). If a 2d topological order D = (D, c) is obtained from another one C =
(C, c) via a 2d anyon condensation, and if a 1d gapped domain wall is produced by this condensation
(see Figure 73), then we must have

1. The vacuum particle in D can be identified with a connected commutative symmetric normalized-
special †-Frobenius algebra A in C. Moreover, D consists of all deconfined particles and can be
identified with the category Cloc

A of local A-modules in C, i.e., D= Cloc
A .

2. Excitations on the wall include all confined and deconfined particles, and can be identified with
the unitary fusion category CA, which denotes the category of right A-modules in C.

3. Anyons in C move onto the wall according to the central functor − ⊗ A: C → CA defined by
x 7→ x ⊗ A for all x ∈ C.

4. Anyons in D move onto the wall according to the embedding Cloc
A ,→ CA, then can move out to

the D-side freely.

Remark 5.4.2. In Theoremph 5.4.1, both of the modular tensor category C and the commutative alge-
bra A in C are examples of E2-algebras [Lur17] or 2-disk algebras [AF20], which are the 2-dimensional
cases of higher dimensional algebras (or simply higher algebras). A local A-module is an A-module
equipped with a 2-dimensional A-action. It is an example of higher dimensional representations of an
higher algebra. One can also condense particles along a line. This process was called a 1d condensation
in [Kon14a], and is controlled by an E1-algebra and its bimodules (see Remark 4.4.38). Higher dimen-
sional condensation theory was developed in [KZZZ24] based on the higher representation theories of
higher algebras (see for example [Lur17, Hau17] and references therein). ♦

Remark 5.4.3. More general type of condensations between any two Witt equivalent 2d topological
orders was developed in [CRS19]. ♦

5.5 2d SPT/SET orders

For a quantum many-body system that realizes a trivial topological order, Gu and Wen discovered
that, if we impose a symmetry onto the system, then it can realize different and non-trivial phases
(e.g. the Haldane phase) that are protected by the symmetry [GW09]. They named such a new phase
a symmetry protected topological (or trivial) (SPT) order, which is the trivial topological order if we
ignore the symmetry. Chen, Gu and Wen later introduced the notion of a symmetry enriched topological
(SET) order [CGW10], which is a non-trivial topological order if we ignore the symmetry. Note that a
topological order is simply an SET order with a trivial symmetry, and an SPT order is an SET order with
a trivial topological order.
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There are a few non-categorical approaches towards SPT orders, such as K-theory [Kit09], (super)
group cohomology [CGLW13, GW14, WG18], cobordism groups [Kap14c, KTTW15] and stable homo-
topy theory [Kit11, Kit13, Kit15, FH21, GJF19b]. We only focus on the categorical approach here. We
have seen that the categorical description of a 2d topological order is given by a UMTC. Therefore, it
is natural to expect that the categorical description of a 2d SPT/SET order is deeply related to UMTC.
For a finite onsite symmetry, there are two approaches.

1. One approach is based on the idea of gauging the symmetry by introducing invertible defects
of codimension 1. Based on this idea, Barkeshli, Bonderson, Cheng and Wang developed in
[BBCW19] a mathematical theory of bosonic 2d SPT/SET orders and showed that a bosonic
2d bosonic SPT/SET order can be described by a G-crossed braided fusion category (see [Tur00,
Kir01, Müg04, DGNO10] for mathematical literature on this notion) and see also Remark 4.4.30).
This idea was further studied by Tarantino, Lindner and Fidkowski [TLF16]. This approach can
also be applied to fermionic SPT/SET orders [FVM18, ABK21, BB22b, BB22a].

2. The other approach is also based on the idea of gauging the symmetry but in a different way. In
[LG12], Levin and Gu gauged the symmetry in a 2d Z2 SPT order by adding gauge fluxes and
obtained a gauge theory (i.e., 2d topological order) as the result of the gauging. This idea was
soon formulated mathematically by Lan, Kong and Wen in [LKW16a, LKW17] as a categorical
gauging process, in which additional particles are introduced the system so that each of them
has non-trivial double braidings with at least one symmetry charges. After the gauging, we ob-
tain a UMTC. This categorical gauging process has a mathematical name called minimal modular
extension first appeared in Müger’s work [Müg00], and it works for all bosonic and fermionic
2d SPT/SET orders. Moreover, these minimal modular extensions form a finite abelian group
[LKW16a], which recovers the classification of bosonic 2d SPT orders by H3(G; U(1)) [CGLW13]
(see Example 4.2.34) and Kitaev’s 16-fold way [Kit06] (see Remark 3.6.6). Further develop-
ments of minimal modular extensions and its higher dimensional generalizations can be found
in [BGHN+17, GVR17, VR19, DN21, OY23, JFR23, KZ24, Nik22].

In the bosonic cases, the equivalence between above two approaches were known [Bru00, Kir01,
Müg04]. The idea of minimal modular extension can be generalized to higher dimensions (see [KTZ20b,
KLWZZ20b, KZ24]).

For SPT orders with spacetime symmetries, there are a lot of physical and non-categorical works (see
for example [FK11, SHFH17, WL17, JR17, TE18, BBCJW19, Xio18, SXG18, SHQFH19, ET19, SFQ20,
SXH20, GOPWW20, FH20, Deb21] and references therein). There are also works on the real space
construction of SET orders with space symmetries (see for example [Lak16, QJW19, MW20, NMLW21]
and references therein). Unfortunately, the categorical description of SPT/SET orders with spacetimes
symmetries has not yet been developed. This is an interesting direction for future development.

5.6 Boundary-bulk relation and gapless boundaries

We have seen the boundary-bulk relation in the toric code model, which can be stated as the bulk
UMTC is the center of the boundary unitary fusion category. We have also mentioned in Theoremph

4.2.21 that the boundary-bulk relation holds for all anomaly-free stable 2d topological orders and their
gapped 1d boundaries. It turns out that it is not an isolated phenomenon. It was known earlier that
the boundary-bulk duality (i.e., open-closed duality) in rational conformal field theories (RCFT) also
states that the bulk CFT is the center of a compatible boundary CFT [FFRS08, KR08, KR09, Dav10]
(see [Kon11] for a review and references therein). If we view the same phenomena occur in different
theories as a robust phenomena, it must have a simple reason.

In mathematics, the notion of center can be defined for any algebraic object in any monoidal higher
category by its universal property, which is entirely the same for all different notions of center, such as
the ordinary center of a group or an algebra, Drinfeld center, Müger center, Hochschild cohomology and
En-centers, etc. The universal property of the center only depends on how we define the morphisms
between objects instead of the set-theoretical definition of an object. Therefore, a formal proof of the
boundary-bulk relation for general nd topological orders can be obtained by checking the universal
property if we know how to define the right notion of a morphism between two potentially anomalous
nd topological orders. This notion was introduced in [KWZ15, KWZ17]. Based on this notion, it is
almost tautological to prove the following rather strong result.
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Theoremph 5.6.1 (Boundary-Bulk Relation [KWZ15, KWZ17]). For any anomaly-free nd topological
order C and one of its gapped/gapless boundary X, the bulk C is the center of the boundary X, and we
denote this relation by C= Z(X).

Remark 5.6.2. The proof of the above physical Theorem actually works for even more general systems.
More precisely, we can replace the anomaly-free nd topological order by an anomaly-free nd quantum
liquid-like gapped/gapless phase [KZ22a]. By ‘liquid-like’, we mean that the phase (and all higher
codimensional defects) is ‘soft’ enough so that it does not depend rigidly on the local geometry (e.g.,
metric) of the phase. In the gapped cases, the phase is topological thus completely independent of the
metric. In the gapless cases, the phase is of CFT-type in the sense that it only depends covariantly on
the deformations of the metric in a finite and controllable way similar to 2D rational CFT’s. We call
such a ‘liquid-like’ quantum phase a quantum liquid. Quantum liquids include all topological orders,
SPT/SET orders, gapped symmetry-breaking orders and certain CFT-type gapless phases. ♦

The significance of Theoremph 5.6.1 is two-fold. On the one hand, if we know the categorical
description X of the boundary X, by computing the center, we immediately obtain that of the bulk.
On the other hand, if we know the categorical description C of C, we can obtain that of X by solving
the equation C = Z1(?). For example, if C is the UMTC of a 2d topological order C, then the solutions
to the equation C = Z1(?) provide the mathematical descriptions of its 1d boundaries. When ? is a
unitary fusion category, then it describes a gapped boundary. When the equation does not have a
solution in unitary fusion categories, the boundaries are necessarily gapless. The mathematical theory
of gapless boundaries of 2d topological orders was developed in [KZ18c, KZ20, KZ21]. A gapless
boundary can be mathematically described by a unitary fusion category X♯ enriched in a UMTC such
that C = Z1(X♯) [KZ18b, KYZZ24]. This result led to a new and systematic approach towards 1+1D
topological phase transitions [CJKYZ20]. The mathematical theory of enriched fusion categories was
developed only recently (see [MP17, KZ18b, Zhe17, MPP18, JMPP21, KZ21, KYZZ24]). The gapless
boundaries of higher dimensional topological orders demand us to develop the mathematical theory of
enriched higher categories (see [KZ21] for more discussions).

Remark 5.6.3. The statement of boundary-bulk relation in Theoremph 5.6.1 can be further generalized
to include domain walls between boundaries and higher codimensional walls between walls. For 2d
topological orders with gapped boundaries, this generalized boundary-bulk relation amounts to the fact
that the Drinfeld center defines a fully faithful functor [KZ18a]. Generalizing this result to a pointed
Drinfeld center functor, we obtain the boundary-bulk relation including domain walls in 1+1D rational
CFT’s [KYZ21]. For 2d topological orders with gapped/gapless boundaries, it amounts to the fact that
the E1-center of certain braided-enriched fusion categories defines a monoidal equivalence [KZ21]. For
higher dimensional topological orders with gapped boundaries and gapped higher codimensional walls,
the boundary-bulk relation can also be formulated as a center functor [KZ24]. ♦

5.7 Higher dimensional topological orders and SPT/SET orders

We have seen that an anomaly-free 1d topological order can be described by a unitary fusion 1-category
with a trivial E1-center (see Section 4.2.4). We have also seen that an anomaly-free 2d topological order
can be described either by a UMTC or by a unitary fusion 2-category with a trivial E1-center (see Remark
4.5.13). In the study of higher dimensional topological orders, we are forced to enter the mathematical
world of higher categories.

In recent years, higher category becomes a very hot topics in mathematics. There are a lot of
exciting developments of (∞, n)-categories (see for example [Lur09, Cis19] and references therein).
Unfortunately, it is not clear to us how to apply such heavy machinery to the study of topological orders.

Without knowing how to rigorously define a fusion higher category, guided by the so-called remote-
detectable principle 3.5.1 and boundary-bulk relation, Kong, Wen and Zheng proposed in [KW14,
KWZ15] that topological defects of codimension 2 or higher in an anomaly-free stable nd topologi-
cal order form a unitary braided fusion (n-1)-category with a trivial E2-center, or equivalently, its de-
fects of codimension 1 or higher form a unitary fusion n-category with a trivial E1-center. Combining
with useful physical intuitions, this proposal led Lan, Kong and Wen to a classification theory of 3d
topological orders with only bosonic particles [LKW18], which was later rigorously proved by Johnson-
Freyd [JF20], and led Lan and Wen to that of 3d topological orders with fermionic particles [LW19],
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which was later slightly corrected and rigorously proved by Johnson-Freyd [JF20] (see also [FHH22]
for physical realizations). Further categorical studies of 3d and 4d topological orders can be found in
[JFY21a, JFY21b].

Rigorous categorical results related to nd topological orders for n≥ 3 start from Douglas and Reut-
ter’s definition of a multi-fusion 2-category and their state-sum construction of 3+1D TQFT’s based on
spherical fusion 2-categories [DR18]. Their definition of a multi-fusion 2-category is based on the idea
of the 2-category version of idempotent completion, which was briefly introduced in [CR16] and thor-
oughly developed in [DR18]. It turns out that this idempotent completion precisely amounts to adding
condensation descendants to the categorical description of a topological order [GJF19a, KLWZZ20b].
The necessity of this idempotent completion in the categorical description of topological orders was
further confirmed by an explicit computation of Z1(2VecωG ) for a finite group andω ∈ H4(G;U(1)), i.e.,
the E1-center of 2VecωG , which describes the topological defects of codimension 2 or higher in 3+1D
Dijkgraaf-Witten Theory [KTZ20b]. Douglas and Reutter’s idempotent completion was later general-
ized to higher categories by Gaiotto and Johnson-Freyd [GJF19a] under the name of Karoubi completion
or condensation completion (see Remark 5.7.1). This generalization is not mathematically complete
in the senes that it did not choose any concrete model of higher categories and assumed the not-yet-
developed theory of colimits in higher categories. However, it seems that Gaiotto and Johnson-Freyd’s
work solved the problems that are orthogonal to the higher coherence problems, and should work in any
reasonable models of higher categories. This work led to an incomplete-but-workable definition of a
multi-fusion n-category [JF22]. Based on this definition, Johnson-Freyd developed a mathematical the-
ory of multi-fusion n-categories and answered many questions in [KW14, KWZ15] (see Remark 5.7.1).
This theory was further developed in [KZ22a, KZ24] from a slightly different perspective emphasizing
more on separable n-categories.

Remark 5.7.1. All defects of all codimensions in a 2d non-chiral topological order, including all con-
densation descendants, were explicitly constructed via Levin-Wen models [KK12]. A categorical de-
scription of the complete set of these defects was known (see [KW14, Example 16]). The study of
condensation completion for topological orders in higher dimensions was initiated in a physical con-
text in [KW14, Section XI.H]. ♦

Based on the idea of boundary-bulk relation [KWZ15, KWZ17], a unified mathematical theory of all
SPT/SET orders in all dimensions was developed in [KLWZZ20b, KLWZZ20a].

Remark 5.7.2. It was noticed in [KZ22a] that a small modification of the main result in [KLWZZ20b]
automatically provides the classification of all gapped symmetry-breaking phases. Applying the topo-
logical Wick rotation introduced in [KZ20, KZ21] to the results in [KLWZZ20b], Kong and Zheng pro-
posed to use enriched higher categories to give a grand unification of the categorical description of
all quantum liquids, including topological orders, SPT/SET orders (with a finite onsite symmetry),
gapped symmetry-breaking phases and CFT-type gapless phases [KZ22a]. The validity of this categori-
cal description of all 1d gapped liquids with a finite onsite symmetry was checked for Ising chain and
Kitaev chain in [KWZ22]. Moreover, the earlier classification of all 1d gapped quantum phases with a
bosonic/fermionic finite onsite symmetry by studying ground state wave functions [CGW11a, SPGC11,
CGW11b]was rediscovered in this new categorical approach [KZ22a, KWZ22]. A more complete math-
ematical theory of all quantum liquids was developed in [KZ22b]. ♦
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