
Higher condensation theory

Liang Kong *a,b, Zhi-Hao Zhang †c,d,a, Jiaheng Zhao ‡e,f, and Hao Zheng §g,c

aInternational Quantum Academy, Shenzhen 518048, China
bShenzhen Institute for Quantum Science and Engineering,

Southern University of Science and Technology, Shenzhen, 518055, China
cBeijing Institute of Mathematical Sciences and Applications, Beijing 101408, China

dWu Wen-Tsun Key Laboratory of Mathematics of Chinese Academy of Sciences,
School of Mathematical Sciences,

University of Science and Technology of China, Hefei, 230026, China
eAcademy of Mathematics and Systems Science, Chinese Academy of Sciences, Beijing 100190, China

fUniversity of Chinese Academy of Sciences, Beijing 100049, China
gInstitute for Applied Mathematics, Tsinghua University, Beijing, 100084, China

Abstract

We develop a unified mathematical theory of defect condensations for topological orders in all dimen-
sions based on higher categories, higher algebras and higher representations. A k-codimensional topolog-
ical defect A in an n+1D (potentially anomalous) topological order Cn+1 is condensable if it is equipped
with the structure of a condensable Ek-algebra. Condensing such a defect A amounts to a k-step pro-
cess. In the first step, we condense the defect A along one of its transversal directions, thus obtaining a
(k − 1)-codimensional defect ΣA, which is naturally equipped with the structure of a condensable Ek−1-
algebra. In the second step, we condense the defect ΣA along one of the remaining transversal directions,
thus obtaining a (k − 2)-codimensional defect Σ2A, so on and so forth. In the k-th step, we condense the
1-codimensional defect Σk−1A along the only transversal direction, thus defining a phase transition from
Cn+1 to a new n+1D topological order Dn+1. We give precise mathematical descriptions of each step in
above process, including the precise mathematical characterization of i-codimensional topological defects
in the condensed phase Dn+1 for 1 ≤ i ≤ k in terms of Ei-modules over the Ei-algebra Σk−iA. When Cn+1

is anomaly-free, the same phase transition, as a k-step process, can be alternatively defined by replacing
the last two steps by a single step of condensing the E2-algebra Σk−2A directly along the remaining two
transversal directions. When n = 2, this modified last step is precisely a usual anyon condensation in a
2+1D topological order. In addition to above algebraic approach, we also provide a geometric theory of
defect condensations. We derive many new mathematical results physically along the way. Some of them
will be proved in a mathematical companion of this paper. We also derive some powerful tools to construct
and classify condensable E1-algebras and Lagrangian E2-algebras from the precise characterization of the
non-surjectivity and non-fully-faithfulness of the center functors. At the end of this work, we briefly discuss
questions, generalizations and applications that naturally arise from our theory, including higher Morita
theory, a theory of integrals and the condensations of liquid-like gapless defects in topological orders.
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1 Introduction

In this work, we develop a unified mathematical theory of defect condensations for topological orders (de-
fined up to invertible ones) in all dimensions based on higher categories, higher algebras and higher rep-
resentations, and explore its consequences and applications. In this section, we explain the motivations,
summarize the main results, and fix some conventions and notations. The symbol “nD” represents the space-
time dimension.

1.1 Motivations and historical remarks

One of fundamental themes in modern theoretical physics is to establish a new paradigm of phases and phase
transitions that can unify traditional spontaneous symmetry-breaking (SSB) orders with exotic new phases
discovered since 1980’s, including topological orders [Wen90], symmetry protected/enriched topological
(SPT/SET) orders [GW09, CGW10] and gapless quantum liquids [KZ22b]. This yet-to-be-established new
paradigm should be a theoretical framework that can catch the universal and model independent features
of all these quantum phases and phase transitions among them. It was known that many phase transi-
tions among topological orders are driven by the condensations of topological defects, such as 0+1D defects
(i.e., particles or anyons) [MS89c, BSS02, BSS03, BS09, BSH09, BSS11, KS11a, Lev13, BJQ13, Kon14] and
higher dimensional topological defects [KW14, GJF19, JF22, KLWZZ20b, ZLZH+23, LYW23], a process which
was also viewed recently as the (higher) gauging of non-invertible symmetries (see for example [FFRS10,
GKSW15, BT18, TW24, RSS23])1. Moreover, defect condensations can also be used to control or define phase
transitions among gapless quantum liquids [KZ20, KZ21, CJKYZ20, CW23, LY23, CJW22, CAW24]. There-
fore, the mathematical theory of defect condensations, which is indeed universal and model independent, is
an indispensable ingredient of the new paradigm of phase transitions.

Since both the experimental discovery of topological orders [TSG82, Wen90] (see [Wen17, Wen19] for
reviews) and the theoretical discovery of its macroscopic descriptions occurred in 2+1D [MS89a, Wit89,
FRS89, FG90, Reh90, MR91, Wen91, Kit06], the first thoroughly studied defect condensation is the boson
condensation (somehow misnamed as anyon condensation) in 2+1D topological orders. It was originated
in the study of the extensions of chiral algebras [MS89b] and was first studied by Moore and Seiberg in
a special case in [MS89c]. It was later developed and named as ‘boson condensation’ by Bais, Schroers,
Slingerland in [BSS02, BSS03] as a generalization of Landau’s symmetry-breaking theory, and was further
developed in [BS09, BSH09, BSS11]. The precise mathematical description of an anyon condensation was
first obtained for 2+1D finite abelian gauge theories [KS11b, Lev13, BJQ13], and was fully established for
all 2+1D topological orders in [Kon14] based on many earlier mathematical works on algebras in braided
fusion categories [Par95, BEK99, BEK00, BEK01, KO02, FFRS06, DMNO13]. More works on this categorical
description followed [ERB14, HW15, NHvKSB16a, NHvKSB16b, Bur18]. We provide more references on
recent developments in Remark 4.1.7.

However, the anyon condensation theory do not provide the complete model-independent story of a
phase transition between two 2+1D topological orders. A manifestation of this fact is that an anyon conden-
sation from one 2+1D topological order to another is not reversible. On the other hand, an experimental
or lattice model realization of a phase transition is always reversible. Another manifestation of this fact
is that two 2+1D topological orders connected by a gapped domain wall, in general, cannot be obtained
from each other via anyon condensations. The reason behind both phenomena is that anyons do not cover
all topological defects in a 2+1D topological order. Indeed, anyons are topological defects of codimension
2 (or 2-codimensional topological defects). There are non-trivial 1-codimensional topological defects in a
2+1D topological order [KS11a, KK12, FSV13, CR16, Kon14]. These topological defects form a monoidal
2-category [KK12, KW14]. It turns out that all of these 1-codimensional topological defects can be obtained
from anyons via condensations [FSV13, CR16, Kon14], thus are called condensation descendants or con-
densed defects [KW14]. Mathematically, the process of finding all condensation descendants from a subset
of defects (such as anyons) is called condensation completion. It was first introduced by Carqueville and
Runkel in [CR16] for 2-categories under the name of “orbifold completion”, and was proposed as a funda-
mental question for higher dimensional topological orders in [KW14]. It was later thoroughly developed by

1Within the framework of TQFT, there is a program, which is parallel to defect condensations, of ‘orbifold construction’ developed by
Carqueville, Runkel, Schaumann and Mulevicius in a series of works [CR16, CRS18, CRS19, NC20, CMRSS21, Mul22, MR23, CMRSS24]
(see Remark 4.1.1) based on state-sum constructions. It was preceded by some earlier works on QFTs with defects [FFRS07, FFRS10,
DKR11].
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Douglas and Reutter in [DR18] under the name of “idempotent completion”, and was used there to give a
mathematical definition of multi-fusion 2-category and a state-sum construction of 3+1D TQFT’s. Combin-
ing it with other known mathematical results, it becomes clear that the monoidal 2-category of topological
defects of codimension 1 or higher in a 2+1D topological order [KK12, Kon14] is actually a fusion 2-category
(see [KLWZZ20b] for a detailed explanation). The theory of condensation completion was generalized to
higher categories By Gaiotto and Johnson-Freyd in [GJF19] under the name of “Karoubi completion” or “con-
densation completion” (see also a recent study of condensation completion for 3-categories in [CM23]). This
theory leads Johnson-Freyd to a mathematical theory of a (multi-)fusion n-category in [JF22]. The compat-
ibility between condensation completion and boundary-bulk relation [KWZ15, KWZ17] was first shown in
[KTZ20b] for 3+1D Dijkgraaf-Witten theories, and was proved in general context by Johnson-Freyd in [JF22]
(see [KZ22b] for a slightly different approach). This compatibility was also proposed in [KLWZZ20b] as gen-
eral physical principle beyond topological orders (see also [KZ22b]). The theory of condensation completion
was also generalized to gapless quantum liquids [KZ22b, KZ22c].

Although the theory of defect condensations was significantly advanced by that of condensation comple-
tion, there are still many important questions that are left unanswered. The condensation of a 1-codimensional
topological defect is always reversible, and was briefly studied for 1+1D anomalous topological orders in
[KS11a, FSV13, CR16, Kon14, DR18] and for higher dimensional cases in the condensation completion the-
ory [GJF19]. Unfortunately, these results are too brief and too formal, and are lack of physical explanations
and systematic constructions of examples. The condensation theory of k-codimensional topological defects
was known for k = 2 in 2+1D [Kon14] and 3+1D [ZLZH+23, DX24, Xu24a], and is widely open for k > 2.
The relation between the condensations of topological defects of different codimensions has not been stud-
ied, and systematic constructions of examples were not available in literature. Recently, the category theory
of anyon condensations has inspired a lot of works on topological phase transitions in 1+1D (see for example
[CJKYZ20, CW23, LY23, CJW22, CAW24] and references therein). As we are entering a new era of systemat-
ically studying topological phase transitions, there are increasing demands to have a rather complete theory
of defect condensations in all dimensions.

The main goal of this work is to develop such a theory, i.e., a theory of the condensations of k-codimensional
topological defects in a (potentially anomalous) n+1D topological order for 1 ≤ k ≤ n. We show that this
theory naturally leads us to the mathematical theory of higher algebras in higher monoidal categories and
their higher representations. We also provide some systematic constructions of examples. This theory can be
naturally generalized to the condensations of liquid-like but non-topological defects in topological orders or
in gapped/gapless quantum liquids. We provide a glimpse of this generalized theory at the end of this work,
together with other questions or generalizations naturally arising from our theory.

1.2 Main results

Since invertible topological orders do not play any role in our defect condensation theory, throughout this
work, a topological order is defined up to invertible ones.

In order to state the main results, we need first introduce some mathematical notions. We want to keep
it brief because a detailed review of these notions is in later sections.

Consider a potentially anomalous n+1D topological order Cn+1 (see Definition 2.1.6). We want to define
what we mean by condensing a k-codimensional topological defect A in Cn+1. This condensation produces
a condensed phase denoted by Dn+1 and a gapped domain wall denoted by Mn. We denote the category of
topological defects of codimension 1 and higher in Cn+1 (resp. Dn+1) by C (resp. D), which is a multi-fusion
n-category [JF22]with a tensor unit 1C (resp. 1D). If Cn+1 is simple (see Definition 2.2.15), then C is a fusion
n-category. The gapped domain wall Mn can be described by a pair (M, m), where M is the category of all
wall conditions (as objects) and topological defects (as morphisms) and m is a distinguished wall condition
(i.e., m ∈M). We set ΩC := homC(1C,1C), ΩmM := homM(m, m) and ΩkC = Ω(Ωk−1C). It is known that
Ωk−1C is an Ek-multi-fusion (n−k+1)-category [KZ22b], which is a direct sum of indecomposable separable
(n−k+1)-categories. We denote the direct summand of Ωk−1C consisting of the tensor unit by ΣΩkC, which
is called the delooping of ΩkC. Mathematically, the delooping of an E1-multi-fusion l-category A, denoted by
ΣA, can be defined by a one-point delooping ofA followed by condensation completion [DR18, GJF19] (see a
physical review in Section 2.2), and can be mathematically identified with the category RModA((l+1)Vec) of
right separable A-modules, or equivalently, right A-modules in (l+1)Vec [DR18, GJF19], where nVec := ΣnC
[GJF19] and Vec is the 1-category of finite dimensional vector spaces over C.
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Now we summarize the main results of this work.

Theoremph 1.2.1. Consider a (potentially anomalous) n+1D simple topological order Cn+1, i.e., C is a fusion
n-category. A k-codimensional topological defect A in Cn+1 is condensable if A is a condensable Ek-algebra
in Ωk−1C (see Definition 2.3.13). By condensing A, we mean a k-step process explained below.

1. In the first step, we condense Aalong one of the transversal directions x1, · · · , x k (see Convention 2.1.13,
2.3.2) of A, thus obtaining a (k− 1)-codimensional defect ΣA in ΣΩk−1C ,→ Ωk−2C.

xk−1xk

A•

•A
•A
•A
•A
•A
•A

condensation
−−−−−−−→

along a line

xk−1xk

A• ΣA

It turns out that ΣΩk−1C can be identified with RModΩk−1C((n − k + 2)Vec), which can be viewed as
a coordinate system of ΣΩk−1C. In this coordinate system, ΣA can be identified with the category
RModA(Ωk−1C) of right A-modules in Ωk−1C, i.e., ΣA= RModA(Ωk−1C) ∈ ΣΩk−1C ,→ Ωk−2C.

2. It turns out that ΣA is automatically a condensable Ek−1-algebra in ΣΩk−1C and, therefore, a condens-
able Ek−1-algebra in Ωk−2C, which can be further condensed along one of the remaining transversal
directions as the second step. So on and so forth. In the (k− 1)-th step, we obtain a 1-codimensional
topological defect Σk−1A, which is automatically a condensable E1-algebra in C.

3. In the k-th step, we condense Σk−1A in C along the unique remaining transversal direction. We obtain
a new topological order Dn+1 and a gapped domain wall Mn such that

Cn+1

Mn = (M, m)

Mn

Dn+1

ΩiC
Li+1−−→ Ωi

mM Ωi
mM

Ri+1←−− ΩiD

x1x2

D≃Mod
E1

Σk−1A(C);

M≃ RModΣk−1A(C) = ΣkA,
m= Σk−1A∈M,

(1.2.1)

whereMod
E1

Σk−1A(C) denotes the category of E1-modules (i.e., bimodules) overΣk−1A in C and is an inde-
composable multi-fusion n-category; and RModΣk−1A(C) denotes the category of right Σk−1A-modules
in C and is a separable n-category. Moreover, D is Morita equivalent to C with the Morita equiva-
lence defined by the invertible C-D-bimodule M. When the algebra A is indecomposable, D is a fusion
n-category and M is an indecomposable left C-module.

4. For 1 ≤ i ≤ k, the category of topological defects of codimension i and higher in Dn+1 is determined
by the following canonical Ei-monoidal equivalence:

Ωi−1D= Ωi−1 Mod
E1

Σk−1A(C)≃Mod
Ei

Σk−iA(Ω
i−1C),

where Mod
Ei

Σk−iA(Ω
i−1C) denotes the category of Ei-modules over Σk−iA in Ωi−1C. Roughly speaking,

an Ei-module over Σk−iA in Ωi−1C is an object in Ωi−1C equipped with an i-dimensional A-action.

For 1≤ i ≤ k, the category of topological defects of codimension (i−1) and higher in Mn is determined
by the following canonical equivalences:

Ωi−1
m M= Ωi−1ΣkA= Ωi−1 RModΣk−1A(C)≃ RModΣk−iA(Ω

i−1C).

5. For 1 ≤ i ≤ k, i-codimensional topological defects in Ωi−1C and those in Ωi−1D move onto the wall
according to the following functors, respectively, as illustrated in (1.2.1),

Li := −⊗Σk−iA: Ωi−1C→ Ωi−1
m M; Ri := Σk−iA⊗Σk−iA−: Ωi−1D→ Ωi−1

m M.
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6. Cn+1 and Dn+1 share the same gravitational anomaly. In other words, they are gapped boundaries of
the same anomaly-free n+2D topological order as illustrated below,

Z(C)n+2 = Z(D)n+2

MnCn+1 Dn+1

where Z(C)n+2 and Z(D)n+2 denote the bulk of Cn+1 and Dn+1, respectively. Mathematically, it implies
the following results.

Z1(C)≃ Z1(Mod
E1

Σk−1A(C)), (1.2.2)

Z0(RModΣk−1A(C))≃Mod
E1

Σk−1A(C)
op ⊠Z1(C) C, (1.2.3)

Dop ≃Mod
E1

Σk−1A(C)
op ≃ Z1(C,Z0(RModΣk−1A(C))), (1.2.4)

whereZ0(−),Z1(−),Z1(−,−) denote the E0-center, the E1-center and E1-centralizer (see Definition 2.3.17)
and the superscript op is defined in Definition 2.3.5. Our convention of left and right is explained below
Figure 7. □

Remark 1.2.2. In most literature, physicists only study condensations in an anomaly-free topological orders
(see Definition 2.1.6). In this work, we provide a condensation theory for potentially anomalous topologi-
cal orders (e.g., the boundary phase Cn+1 of a non-trivial bulk phase Z(C)n+2). It is not only because our
theory naturally covers all the anomalous cases, but also because a defect condensation in an anomalous
n+1D topological orders automatically defines a phase transition between two anomaly-free n+1D gapped
quantum liquids (including SPT/SET/SSB orders) with a finite internal symmetry via the so-called topolog-
ical Wick rotation [KZ18b, KZ20, KZ21, KLWZZ20b, KLWZZ20a, KZ22b]. In other words, our main result
stated in Theoremph 1.2.1, together with all the other results, automatically gives a mathematical theory of
condensations in SPT/SET/SSB orders that preserve the internal symmetry (see some concrete examples in
1+1D in [KWZ22, XZ24]). ♦

Remark 1.2.3. We state the main results for simple topological orders. In the later sections, we slightly
generalize them to composite topological orders (see Definition 2.2.15) for the sake of completeness. Physics
oriented readers can ignore the composite cases at least in their first reading. ♦

In the special case when Cn+1 is anomaly-free, we can define the same condensation alternatively by
combining the last two-steps into one as stated below (see Section 4.2.1 for more related results).

Theoremph 1.2.4. When Cn+1 is anomaly-free and simple, if A is a simple condensable Ek-algebra in Ωk−1C

for k ≥ 2, then we can modify the k-step process of condensing A by combining the last two steps into a
single step of condensing Σk−2A in ΩC directly in the remaining two transversal directions. Note that Σk−2A
is automatically a condensable E2-algebra in ΩC. This condensation reproduces the same condensed phase
Dn+1 and the same gapped domain wall Mn as explained below.

Cn+1

•
•
•
•
•
•

•

•• ••
•
•

•
•

• •
••

•••

•

•
•

•
•

•
•

•
•

•
•

•
•

•

•

Σk−2A•x1x2

2-codim condensation
−−−−−−−−−−−−−→

Cn+1

Dn+1

Mn

1. We have the following monoidal equivalences:

ΩD≃ModE2

Σk−2A(ΩC) and ΩmM≃ RModΣk−2A(ΩC), (1.2.5)

where the first one is a braided equivalence or an E2-monoidal equivalence.
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2. The 2-codimensional topological defects in Cn+1 and Dn+1 move onto the wall according to the follow-
ing functors:

L2 := −⊗Σk−2A: ΩC→ ΩmM, R2 := Σk−2A⊗Σk−2A−: ΩD→ ΩmM.

both of which are central functors that can be lifted to an E2-monoidal (or braided) equivalence:

Z1(RModΣk−2A(ΩC))≃ ΩC⊠ModE2

Σk−2A(ΩC)
op,

or equivalently, an E2-monoidal (or braided) equivalence:

ModE2

Σk−2A(ΩC)
op ≃ Z2(ΩC,Z1(RModΣk−2A(ΩC)).

3. Its compatibility with the k-step condensation leads to the following equivalences:

D≃Mod
E1

Σk−1A(C)≃ ΣModE2

Σk−2A(ΩC), RModΣk−1A(C)≃ ΣRModΣk−2A(ΩC). □

Some other related results are better summarized as pure mathematical results.

Theorem 1.2.5. Let B be an Ek-fusion n-category and A a condensable Ek-algebra in B. We set Σ0A= A and
ΣiA= RModΣi−1A(Σi−1B) for 0≤ i ≤ k. We have a natural Ek−i-monoidal equivalence:

Mod
Ek−i

ΣiA (Σ
iB)≃ Ωk−i Mod

E0

ΣkA(Σ
kB), (1.2.6)

a natural Ek−1−i-monoidal equivalence Σi RModA(B) ≃ RModΣiA(ΣiB) and an Ek−1-monoidal equivalence
RModA(B)≃ Ωi RModΣiA(ΣiB) (see Theorem 5.2.9). We have an Ek-monoidal equivalence:

Mod
Ek
A (B)

op ≃ Zk(B,Zk−1(RModA(B))), (1.2.7)

where Zk(−,−) is the Ek-centralizer and Zk−1(−) is the Ek−1-center (see Definition 2.3.17). When B= nVec,
we obtain Mod

Ek
A (nVec)op ≃ Zk−1(ΣA) (see Theorem 5.2.11).

In addition to the general theory summarized above, we also provide some general constructions of k-
codimensional defect condensations. These results are summarized below.

Theoremph 1.2.6. When C is equipped with an explicit coordinate system, we can give a classification or a
mathematical characterization of all possible condensations.

(1) When Cn+1 is the trivial phase, i.e., Cn+1 = 1n+1, we have C = nVec. An indecomposable condens-
able Ek-algebra A in Ωk−1C = (n− k + 1)Vec is precisely an indecomposable Ek-multi-fusion (n− k)-
categories. By condensing A, we obtain a new phase Dn+1 and a gapped domain wall Mn such that
(see Section 5.2.2)

D≃Mod
E1

Σk−1A
(nVec)≃ Z0(Σ

kA)op, (M, m)≃ (RModΣk−1A(nVec),Σk−1A),

Ωk−1D≃Mod
Ek
A
((n− k+ 1)Vec)≃ Zk−1(ΣA)

op, Ωk−1
m M≃ RModA((n− k+ 1)Vec).

When k = 1, we can obtain all non-chiral n+1D topological orders Dn+1 in this way by choosing a
proper A, and A is ‘Lagrangian’ (in the sense that Dn+1 = 1n+1) if and only if A is a non-degenerate
indecomposable multi-fusion (n− 1)-category (see Definition 2.3.29).

When k = 2, D ≃ ΣModE2

A
((n− 1)Vec), and A is ‘Lagrangian’ (in the sense that Dn+1 = 1n+1) if and

only if A is a non-degenerate braided fusion (n− 2)-category (see Definition 2.3.29).

(2) When Cn+1 is anomaly-free and simple, we have C = ΣΩC = RModΩC(nVec) as fusion n-categories.
An indecomposable condensable E1-algebra in C is precisely an indecomposable multi-fusion (n− 1)-
category A equipped with a braided monoidal functor φ : ΩC → Z1(A). By condensing A in C, we
obtain a condensed phase Dn+1 and a gapped domain wall Mn such that (see Theoremph 3.3.24)

D≃Mod
E1

A
(C)≃ ΣZ2(ΩC,Z1(A))

op, ΩD≃ Z2(ΩC,Z1(A));
M≃ RModA(C)≃ RModA(nVec), m=A ∈ RModA(C).

Moreover, A is Lagrangian in the sense that Dn+1 = 1n+1 if and only if φ is an equivalence.
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(3) Given two Morita equivalent anomaly-free simple topological orders Cn+1 and Dn+1 connected by a
gapped domain wall Kn as illustrated in (3.3.20), there is a one-to-one correspondence between

- (K⊠ T)-modules modulo the equivalence relation: X∼ Y if Y≃ X⊠V for V ∈ (n+ 1)Vec×;

- indecomposable condensable E1-algebras in C that define 1-codimensional defect condensations
from Cn+2 to Dn+2 in the Morita class [Kn+1 ⊠Tn+1],

defined by X 7→ AX = FunK⊠T(X,X)op (in the coordinate C = RModΩC(nVec)). The condensable
E1-algebra AX is simple if and only if the module X is indecomposable (see Theoremph 3.3.26).

(4) When Cn+1 is anomaly-free, simple and non-chiral, i.e., Cn+1 admitting a gapped boundary Bn, in
this case, we have a new coordinate system C = BModB|B(nVec)op for an indecomposable multi-
fusion (n−1)-category B. In this case, an indecomposable condensable E1-algebra in C is precisely an
indecomposable multi-fusion (n− 1)-category Aop equipped with a monoidal functor ψ : B→ A. By
condensing Aop in C, we obtain a condensed phase Dn+1 and a gapped domain wall Mn such that (see
Theoremph 3.3.29)

D≃Mod
E1

Aop(C)≃Mod
E1

Aop(nVec)≃Mod
E1

A
(nVec)op ≃ ΣZ1(A),

(M, m) = (LModA(C),A) = (BModA|B(nVec),A).

Moreover, Aop is Lagrangian if and only if A is a non-degenerate multi-fusion (n− 1)-category.

(5) WhenCn+1 is anomaly-free, simple and non-chiral, there are two coordinate systems, i.e., C= RModΩC(nVec)
and C = BModB|B(nVec)op. The same condensable E1-algebra in C can be expressed in two coor-
dinates. The coordinate transformation for condensable E1-algebras in C is illustrated below (see
Theoremph 3.3.30).

Bop ΩmM

Cn+1 = Z(B)n+1 Dn+1 = Z(A)n+1

FunA|B(A,A)Bop

Aop

Two definitions of the same algebra in C :
(2) the central functor Z1(B)→ FunA|B(A,A)

defines FunA|B(A,A) ∈ Algc
E1
(RModZ1(B)(nVec));

(1) the monoidal functor B→A

defines Aop ∈ Algc
E1
(BModB|B(nVec)op).

(6) Let Dn+1 be the anomaly-free, simple and non-chiral phase obtained in the case (1) by condensing an
Ek-fusion (n − k)-category A as a k-codimensional defect in 1n+1. A simple condensable Ek-algebra
B in Ωk−1D ≃ Mod

Ek
A
((n − k + 1)Vec) ≃ Zk−1(ΣA)op is precisely defined by an Ek-monoidal functor

A→B for an Ek-fusion (n− k)-category B. By condensing B ∈ Ωk−1D in Dn+1 in k steps, we obtain a
new condensed phase En+1 such that

Mn

1n+1 Dn+1

Nn

En+1
E=Mod

E1

Σk−1B(D)≃Mod
E1

Σk−1B
(nVec),

Ωk−1E≃Mod
Ek
B
((n− k+ 1)Vec)≃ Zk−1(ΣB)op,

where Σk−1B is equipped with an E1-monoidal functor Σk−1A → Σk−1B and should be viewed as
a condensable E1-algebra in D. Moreover, the gapped domain wall Nn = (N, n) produced by this
condensation is given by

(N, n) = (BModΣk−1A|Σk−1B(Σ
k−1B,Σk−1B),Σk−1B),

Ωk−1
n N = Ωk−2 FunΣk−1A|Σk−1B(Σ

k−1B,Σk−1B)≃ RModB(Mod
Ek
A
((m+ 1)Vec)).

Note that this result is an Ek-analogue of (4) and is explained in details in Theoremph 5.2.20, and the
k = 2 case is explained in Theoremph 4.2.25. □
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Using (2) in above theorem and Theoremph 2.4.10 and 2.4.16, we obtain an efficient way to construct and
classify all 1-codimensional defect condensations between any two n+2D topological orders (see Corollaryph

3.3.34), and a one-to-one correspondence between Lagrangian E1-algebras (or Lagrangian E2-algebras) in
a non-chiral n+2D topological order and certain module n-categories (see Theoremph 4.2.23, 4.2.25 and
Corollaryph 2.4.13). We summarize the key results below.

Theoremph 1.2.7. For a non-chiral simple topological order Z(A)n+2 with a simple gapped boundary An+1

(i.e., A is a fusion n-category) and a non-degenerate fusion n-category T, there are one-to-one correspon-
dences among the following sets: (the idea is illustrated below)

Kn+1

Mn
An+1 (gapless)

Z(A)n+2 Topological Wick Rotation
−−−−−−−−−−−−−−−−→

or Theoremph 2.2.26

Kn+1

Xn
An+1 ⊠Tn+1 (gapped)

Z(A)n+2

(1) left indecomposable A ⊠ T-modules modulo the equivalence relation: X ∼ Y if Y ≃ X ⊠ V for an
invertible separable n-category V;

(2) simple gapped boundaries of Z(A)n+2 in the Morita class [An+1 ⊠Tn+1] (see Definition 2.2.19);

(3) Lagrangian E1-algebras in ΣZ1(A) in the Morita class [A⊠ T] (see Remark 3.3.25);

(4) Lagrangian E2-algebras in Z1(A) in the 2-Morita class [A⊠ T] (see Theoremph 4.2.6).

By allowing T to run through all Morita classes, we obtain a classification of all gapped boundaries ofZ(A)n+2,
all Lagrangian E1-algebras in ΣZ1(A) and all Lagrangian E2-algebra in Z1(A). When n = 1, we recover an
old result in 1-categories [KR08, DMNO13].

Moreover, when the fusion n-category A is indecomposable as a separable n-category, i.e., A ≃ ΣΩA,
there is a one-to-one correspondence between the set of braided monoidal functors ΩA→ O (up to isomor-
phisms) for a non-degenerate braided fusion (n−1)-category O and that of Lagrangian E2-algebras in Z1(A).
This result generalizes an earlier result for the n= 2 case [JFR23, DX24]. □

We also obtain many other interesting new results along the way as we develop our theory. We list a few
important examples and highlight other important contents of this work.

(1) The theory of the categories of topological defects in topological orders in all dimensions was initi-
ated in [KW14, KWZ15], and was fully established in [JF22] (see also [KLWZZ20b]), and was fur-
ther developed in [KZ22c, KZ24, KZ22b]. We give a comprehensive review of the historical devel-
opments of this theory with an emphasis on the physical intuitions and physical principles instead
of mathematical rigor. Although the main results of this theory have already appeared in literature
[KWZ15, JF22, KLWZZ20b, KZ22c], the complete physical reasoning behind this theory, including its
limitations, is told for the first time in Section 2.

(2) We review the complete mathematical formulation of boundary-bulk relation as the center functor
in Section 2.4. In Section 2.4.2, we point out that the proof of Proposition∗ 3.13 in [KZ24] actually
provide a precise mathematical characterization of the non-surjectivity and the non-fully-faithfulness
of the center functor, which is stated explicitly in Theorem 2.4.5 or 2.4.6. This further leads to inter-
esting result such as Theoremph 2.4.10, Theoremph 2.4.16 and Corollaryph 2.4.13, Theoremph 2.2.26,
Theoremph 3.3.13 and results summarized in Theoremph 1.2.7.

(3) In addition to the general constructions of condensable Ek-algebras (see Section 3.3.2, 4.2.2, 5.2.2),
we also provide some concrete examples of 1-codimensional, 2-codimensional and k-codimensional
condensations in Section 3.3.3, 3.3.5, 4.1.2, 4.2.4, 5.1.2 and 5.2.3. Even for the well-known theory
of anyon condensations in 2+1D, we provide many examples of anyon condensations in Section 4.1.2.
Readers can use it as a guide to literature.

(4) We develop a geometric approach towards defect condensations. In particular, we develop the geo-
metric approach towards the particle condensations in 1+1D in Section 3.2.2 and the anyon conden-
sations in 2+1D in Section 4.1.3 (see the key result Theorem 4.1.19). In this geometric approach, we
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emphasize the construction of condensable algebras via internal homs, a mathematical notion which
is reviewed in Section 3.1.2. The complete geometric theory is quite involved. In order to control
the complexity of mathematics, we move some mathematically technical results to Appendix A.1 and
A.2. In particular, in Appendix A.2, we develop a relative version of classical Eilenberg-Watts cal-
culus that has independent values. These geometric theories can be generalized to higher dimen-
sions and lead to a theory of integrals, which is briefly outlined in Section 6.2. It seems different
from (at least superficially) but definitely should be related to the theory of factorization homology
[Lur17, AFT17, AFT16, AFR18, AF20].

(5) Although we mainly focus on the condensations of topological defects in topological orders, our theory
naturally generalizes to situations beyond topological defects. In Section 6.3, we briefly discuss how
the theory generalizes to the condensations of liquid-like gapless defects in topological orders and the
condensations of quantum liquids by focusing only on the topological data of gapless defects or phases.
We also provide an illustrating example in 2+1D (see the key result in Theoremph 6.3.2). More detailed
study of the condensations of non-topological defects will appear elsewhere.

(6) The higher representation theory of higher algebras is much richer than that of an E1-algebra. In
addition to results summarized in this section, we obtain some other interesting results along the way.
In Section 6.1, we briefly discuss some basic ingredients in the higher Morita theory for condensable Ek-
algebras, including introducing the notions of various higher Morita equivalences and proving some
basic results. We also introduce the notion of the enveloping algebra of a condensable Ek-algebra,
which is an important tool in the study of higher representation theory.

In additional to many important algebraic constructions, we emphasize a geometric way to understand
higher algebras and higher representations (see Section 2.3.1, 2.3.2 and 4.1.1) and almost all mathematical
results appeared in this work. Moreover, we emphasize a geometric way to construct these condensable
Ek-algebras as a theory of integrals (i.e., integrating local observables to a global ones). We show that some
computations can be carried out by purely geometrical and physical intuitions (see Section 3.2, 3.2, 4.1.3,
4.2.1, 6.2 and 6.3.2). One of the main goals of this work is to convince readers that almost all ingredients in
our theory of topological orders and defect condensations, based on higher categories, higher algebras and
higher representations, have geometric meanings. Moreover, many deep and new algebraic results can be
derived from the geometric intuitions with the help from only a handful physical principles.

Remark 1.2.8. Our theory shows that defect condensations is essentially a theory of higher algebras (e.g.,
Ek-algebras) and higher representations (e.g., Ek-modules). Although we try to explain many of these math-
ematical notions in details, a mathematically rigorous treatment of this subject is far beyond this paper,
which aims at physics oriented readers. A more mathematical treatment of this subject will appear in a
mathematical companion of this paper [KZZZ25]. In this work, we take a different strategy. Instead of a
rigorous treatment, we provide an almost self-contained story, in which most mathematical complexity is
replaced by physical principles and self-evident geometric or physical intuitions. We show that these geo-
metric and physical intuitions, together with necessary physical principles, are powerful enough for us to
build a self consistent and rather complete theoretical framework. This framework allows us to establish a
precise correspondence between geometric or physical manipulations and algebraic computations. Once this
correspondence is established, we are able to do precise computations based on purely geometric intuitions.
This leads us to many new results that are not available in mathematical literature. In order to make this
framework to work, we make a technical assumption that we always work within separable higher categories
[KZ22c], and (higher) algebras are always separable (also called condensable in this work), and their higher
centers or higher centralizers, internal homs and their categories of Ek-modules are always separable (as
higher algebras or higher categories). Some parts of this assumption were known as mathematical theorems
for 1-categories and 2-categories (see for example [Ost03a, Déc22, Déc23b, Déc23a, DX24, Xu24a]). ♦

Remark 1.2.9. All the condensations studied in this work are bosonic in nature. We leave a systematic study
of fermionic condensations to the future. See [ALW19, WW17, LSCH21, GK21, ZWG22] and references
therein for existing works on this topics. ♦

1.3 Layout, conventions and notations

The discouraging length of this paper is an avoidable consequence of the incredible richness of the theory
of defect condensations and our goal of providing a comprehensive story of it. For readers convenience, we
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summarize the layout of this work, the conventions and the notations used in this work.

Layout: In Section 2, we review the mathematical theory of topological defects in an n+1D topological orders
based on the remote detectable principle, boundary-bulk relation and condensation complete principle. We
also review the notions of Em-multi-fusion n-categories and explain that an Em-monoidal n-category can be
viewed as an n-category equipped with a tensor product in each of n independent dimensions. We also
introduce other useful notations, new notions and new results along the way. Importantly, in Section 2.4,
we derive some new results from some earlier results on the center functor in [KZ24]. These results are
very important for later constructions and classifications of the condensations of defects of codimension 1
or 2. In Section 3, we show that a phase transition from a topological order Cn+1 to another Dn+1 can be
defined by the condensation of a 1-codimensional topological defects. In Section 4, we show that, when
Cn+1 is anomaly-free, the same condensation can be defined by condensing a 2-codimensional topological
defect directly. When n= 2, this condensation is precisely the usual anyon condensation in 2+1D topological
orders. We start from a review of anyon condensation in 2+1D but from a new perspective in Section 4.1.1
and provide a large amount of examples in Section 4.1.2. We also develop a geometric anyon condensation
theory in Section 4.1.3. Then in Section 4.2, we generalize it to higher dimension. In Section 5, we study the
condensation of k-codimensional topological defects and give the main results of this work as summarized
in this Section. In Section 6, we outline a few directions that this theory should be further developed or
generalized, including a under-developed higher Morita theory, a under-developed theory of integrals (which
might be related to the theory of factorization homology), a condensation theory of (potentially gapless)
liquid-like defects or quantum liquids and some applications.

Conventions: Throughout this work, we use n+1D to denote the spacetime dimension. We mainly use
spacetime dimension in this work because the n+1D spacetime dimension matches with the n+1-levels of
hierarchical structure of an n-category. However, almost all the illustrating pictures are drawn in the spatial
dimensions because Ek-monoidal structure matches with the spatial dimension. For example, particles on a
line in the spatial dimension can be fused in one spatial dimension, thus forming an E1-fusion 1-category or
simply a fusion 1-category.

Throughout this work, a topological order is defined up to invertible ones.
Throughout this work, we use “Theoremph” to highlight a physical result and use “Theorem” to represent

a mathematical result.

Notations: In this work, we systematically introduce a lot of formal notations. For example, we denote a sim-
ple statement like: “A is an indecomposable multi-fusion n-category” by “A ∈ Algc

E1
((n+ 1)Vec)”. Although

we are aware of the danger of turning physics oriented readers away, we do it for an important reason. We
slowly introduce the formal language when we review the more familiar situations in lower dimensions (but
often from a new perspective). Once the readers get used to the new formal language, they will start to ap-
preciate the power of categorical language when we move on to higher dimensional theories. For example,
a simple notation A∈ Algc

E1
(Mod

Ek
A (C)) means a thousand words. Indeed, it summarizes incredible amount

of structures, which were completely out of reach before the advent of this categorical language. Without
such a powerful language, the higher condensation theory is simply impossible.

Most of the notations are introduced carefully when they first appear. Here, we highlight a few important
conventions on notations.

1. We denote n+1D (potentially anomalous) topological orders by An+1,Bn+1,Cn+1,Dn+1, · · · , and denote
their categories of (‘intrinsic’ topological defects see Section 2.1.2):

- topological defects of codimension 1 and higher by A,B,C,D, · · · , respectively;

- topological defects of codimension 2 and higher by ΩA,ΩB,ΩC,ΩD, · · · , respectively;

- topological defects of codimension (k− 1) and higher by ΩkA,ΩkB,ΩkC,ΩkD, · · · , respectively.

Note that we carefully distinguish An+1 with A simply because they have different meanings and play
different roles in the category of topological orders.

2. If a topological order An+1 is anomalous, it has a unique n+2D bulk phase denoted by Z(A)n+2 such
that An+1 becomes a gapped boundary of Z(A)n+2 [KW14]. Z(A)n+2 is also called gravitational anomaly
of An+1 in [KW14].
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3. We use TC3 and Is3 to denote 2+1D toric code phase and 2+1D Ising topological order, respectively.
For a finite group G and ω ∈ Zn+1(G, U(1)), we use GTn+1

(G,ω) to denote the n+1D twisted finite gauge
theory (or Dijkgraaf-Witten theory). When ω is trivial, it is called a finite gauge theory and is denoted
by GTn+1

G .

4. We use Vec to denote the category of finite dimensional vector spaces over the complex number field
C. It can be treated as the definition of the delooping of C, i.e., ΣC := Vec [GJF19].

5. We use (n+ 1)Vec, which is defined by iterated deloopings Σn+1C [GJF19] (see Section 2.2 for more
details), to denote the category of separable n-categories. Intuitively, one can view a separable n-
category S as a “finite dimensional n-vector space”. We set Sop := Sop1, i.e., flipping all 1-morphisms.

6. We denote the full subcategory of (n+ 1)Vec consisting of invertible objects by (n+ 1)Vec×.

7. B ∈ Algc
Ek
((n + 1)Vec) means that B is an Ek-multi-fusion n-category, and, at the same time, a con-

densable Ek-algebra in (n+ 1)Vec.

8. A, B ∈ Algc
Ek
(B) means that A and B are condensable Ek-algebras in B.

9. LModA(B),RModA(B),BModA|B(B) represent the categories of left A-modules, right A-modules, A-B-
bimodules in B, respectively.

10. Mod
Ek
A (B) denotes the categories of Ek-A-modules (or Ek-modules over A) in B.

11. B ∈ AlgEk
(Mod

Ek
A (B)) means that B is an Ek-A-module in B and, at the same time, an Ek-algebra in B

such that the defining data of the Ek-algebra structure on B are all (higher) morphisms in Mod
Ek
A (B).

12. In this work, [x , y] denotes the internal hom which is briefly reviewed in Section 3.1.2.

13. For an Ek-monoidal functor F : A → B, we use Zk(F) or Zk(A,B) to denote the Ek-centralizer of F
(see Definition 2.3.17), and use Zk(A) = Zk(idA) to denote Ek-center of A.
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2 Categories of topological defects

Based on three important guiding principles: Remote Detectable Principle [Lev13, KW14], Boundary-Bulk Re-
lation [KK12, KWZ15, KWZ17] and Condensation Completion Principle [KK12, CR16, Kon14, DR18, KTZ20b,
GJF19, JF22, KLWZZ20b], the mathematical theory of topological defects in topological orders was initiated
and developed in some earlier works [KW14, KWZ15, LKW18, LW19, KTZ20b], and was fully established in
[GJF19, JF22] (also in [KLWZZ20b]), and was further developed and generalized to SPT/SET orders and
gapped/gapless quantum liquids in [KLWZZ20b, KLWZZ20a, KZ22b, KZ24, KZ22c]. It forms the theoretical
foundation of our higher condensation theory and are used throughout this work. In this section, we review
this theory in details and introduce some important notions and notations along the way. Although the main
results of this theory have already appeared in literature [KWZ15, JF22, KLWZZ20b, KZ22b], we believe that
the complete physical reasoning behind this theory, including its limitations, is told here for the first time. In
Section 2.4, we use center functor to derive some new results that become important to the classification of
1-codimensional defect condensations and that of Lagrangian E2-algebras in later sections.

2.1 Categories of topological defects

2.1.1 2+1D topological orders

The systematic study or classification of topological defects in TQFT’s or topological orders was initiated
from that of the Wilson lines in 2+1D TQFT’s [Wit89, RT91] and, around the same time, that of the anyons
in 2+1D anomaly-free topological orders [MS89c, FFK89, FRS89, FG90, Reh90, MR91, Wen91] (preceded
by many earlier works on fractional statistics of fields and anyons [Frö76, LM77, GMS80, GMS81, Wil82,
Wu84, ASW84, Fro88]). We start from a review of the theory of anyons in a 2+1D anomaly-free topological
order before we move onto the higher dimensional theories.

Consider a 2+1D anomaly-free topological order C3 (see Remark 2.1.1). It can have 2-codimensional
topological defects, which are particle-like topological excitations in spatial dimension picture and are also
called anyons or particles. In the spacetime picture, an anyon is also called a Wilson line, which is the world
line of the anyon. It is possible to have 0D defects connecting two potentially different Wilson lines. Such a
0D defect, or a 3-codimensional defect, is also called an instanton. Anyons can be fused. More precisely, for
two anyons a and b, their fusion is denoted by a ⊗ b. Moreover, anyons can be braided. This amounts to a
braiding isomorphism

ca,b : a⊗ b
≃
−→ b⊗ a.

The composed isomorphism (a ⊗ b
ca,b
−→ b ⊗ a

cb,a
−→ a ⊗ b) is called the double braiding, which amounts to an

adiabatic move of the a-particle along a circle around the b-particle as illustrated in Figure 1. The complete
set of anyons and instantons, together with the fusions and braidings among anyons, form a mathematical
structure called a braided fusion 1-category2 [Wit89, MS89a, FRS89, ZHK89, FG90, Reh90, MR91, Wen91,
Kit06] (see [KZ22a] for a recent review). We denoted this braided fusion 1-category by ΩC, a notation which
represents the looping of C and is explained later in (2.1.1). Moreover, the braidings of ΩC are required to
be non-degenerate in the sense that the S-matrix, whose entries are the trace of double braidings of two
simple objects, is non-degenerate [MS89a, Tur20] (see also [BK01, Kit06] for reviews). The simplest non-
degenerate braided fusion 1-category is the category Vec of finite dimensional vector spaces over C. It is
precisely the category of anyons in the 2+1D trivial topological order, which is denoted by 13.

Concrete lattice models realizing non-chiral 2+1D topological orders (i.e. those admitting gapped bound-
aries), such as Kitaev’s quantum double model [Kit03] and Levin-Wen models [LW05], were constructed.
Anyons in these models were intensively studied and were shown to form a non-degenerate braided fusion
1-category [Kit03, KK12]. We want to emphasize that not only simple anyons (i.e., simple objects in ΩC) are
physical, but also all the composite anyons (i.e., direct sums of simple objects in ΩC), which can be realized
in lattice models (see [KZ22a] for a more detailed explanation). It was proposed in [Kit06] that a 2+1D
topological order C3 can be completely characterized by the data ΩC (up to invertible topological orders).

2In physics, ΩC is necessarily a modular tensor category, which is a non-degenerate braided fusion 1-category equipped with a ribbon
structure [MS89a, Tur20]. Moreover, unitarity is often assumed. We prefer to ignore both structures for the reason that the roles played
by them in condensation theory are not essential. But we secretly assume the unitarity in all pictures.
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x homC(y, y)

1C ΩC

y homC(y, y)

1C ΩC

homC(1C, y)homC(1C, x)a b

C3

x1x2

Figure 1: This picture illustrate some defects in a 2+1D topological order C3 in spatial dimensions: two
1-codimensional defect x , y ∈ C, a domain wall between 1C and x , a domain wall between 1C and y and
two anyons a, b ∈ ΩC.

For example, a non-chiral 2+1D topological order (see Definition 2.1.6) can be described by the Drinfeld cen-
ter Z1(A) [LW05, KK12] of a fusion 1-category A, where Z1(A) is automatically a non-degenerate braided
fusion 1-category [Müg03b]. This proposal was soon accepted by the community.

Remark 2.1.1. The 2+1D anomaly-free topological orders in above discussion are assumed to satisfy a sim-
pleness (or a stability) condition: the ground state degeneracy of this topological order defined on a 2-sphere
is trivial. This condition is automatically assumed in most physical literature. We proceed our story with this
simpleness assumption until Section 2.2, where we introduce a slightly more general notion of a composite
topological order (see Definition 2.2.15). It is natural and indispensable in the study of the fusions among
topological orders and condensations [KWZ15, KZ22b]. ♦

However, this proposal became puzzling and questionable after a new discovery. In [KS11a, KK12, FSV13,
CR16, Kon14], it was shown that a 2+1D topological order C3 can have non-trivial 1-codimensional topo-
logical defects as depicted in Figure 1, and these defects, together with all higher codimensional topological
defects form a monoidal 2-category C. We explain the ingredients of this 2-category C below.

• 0-morphisms (or objects) are 1-codimensional topological defects (i.e., string-like defects in the spatial
dimension, or strings for simplicity);

• 1-morphisms are 2-codimensional topological defects, including those 2-codimensional topological de-
fects that are domain walls between two (potentially non-trivial) 1-codimensional topological defects.

• 2-morphisms are 3-codimensional topological defects (i.e., instantons or 0D operators in spacetime).

The tensor product of C is given by the horizontal fusion of two 1-codimensional topological defects (e.g.,
x ⊗ y in Figure 1), and the tensor unit of C is the trivial 1-codimensional topological defect, denoted by 1C.
Since a particle can be viewed as a domain wall between two trivial 1-codimensional defects, the category
of particles in C3 is precisely given by the following 1-category:

ΩC := homC(1C,1C), (2.1.1)

which is called the looping of C. We denote the full sub-2-category of C consisting of a single object 1C by
BΩC, which is called one-point delooping of ΩC, i.e.

BΩC :=
1C

ΩC

�� . (2.1.2)

Notice that BΩC does not contain more information than ΩC.

Remark 2.1.2. We do not give a precise definition of a topological defect. Instead, we give a brief clarifi-
cation. In this work, by a k-codimensional topological defect in Cn+1, we mean an anomalous (n− k + 1)D
topological order (i.e., a gapped quantum liquid without symmetry). In other words, we assume a liquid-like
property [KZ22b, KZ22c]. Physically, by ‘liquid-like’ we mean that the defect can be bent freely without any
change3, and the fusions among such defects are well-defined. Mathematically, it means that the category of

3This condition amounts to say that a liquid-like defect commutes with the energy-momentum tensor, and, therefore, can be viewed
as a generalized symmetry [FFRS10, GKSW15] (see [SN23] for a recent review).
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all such gapped liquid-like defects are well-defined and fully dualizable [Lur09]. Note that it was known that
there are non-liquid quantum phases [Cha05, Haa11], which can be viewed as non-liquid-like defects in the
higher dimensional trivial phase. In general, if we stack a kD topological defect with a gapped kD non-liquid,
we obtain a gapped non-liquid defect. Non-liquid-like defects are not dualizable in general. In this work, we
ignore non-liquid gapped defects or domain walls completely. In particular, by a ‘gapped defect’, we always
mean a topological defect unless we specified otherwise. ♦

When C3 admits gapped boundaries, we have ΩC = Z1(A) for a fusion 1-category A [KK12, FSV13,
Kon14]. In this case, it was shown in [KK12] that a 1-codimensional topological defect in C3 can be con-
structed in a generalized Levin-Wen models [LW05] based on the defining data of a finite semisimple A-A-
bimodule M. By “finite semisimple”, we mean a 1-category that is equivalent to a finite direct sum of Vec. We
denote the 2-category of finite semisimple 1-categories by 2Vec. Then a finite semisimple A-A-bimodule sim-
ply means anA-A-bimodule in 2Vec. We denote byBModA|A(2Vec) the 2-category ofA-A-bimodules in 2Vec
(as objects), bimodule functors (as 1-morphisms) and bimodule natural transformations (as 2-morphisms).
Then the main results in [KK12] says that

C= BModA|A(2Vec). (2.1.3)

The 2-category BModA|A(2Vec) has a natural monoidal structure defined by the relative tensor product ⊠A
(see [EGNO15] for a review) and the tensor unit A. In this case, we have

ΩC= ΩBModA|A(2Vec) = FunA|A(A,A)≃ Z1(A), (2.1.4)

which is exactly our original setup.

Remark 2.1.3. There is another way to look at the 1-codimensional topological defects in C3. By the folding
trick, a 1-codimensional topological defect in C3 can be viewed as a gapped boundary of the double-layered
system C3⊠C3 (see Example 2.1.7). As a consequence, there are one-to-one correspondences among simple
1-codimensional topological defects inC3, indecomposableΩC-modules (up to equivalences) and Lagrangian
algebras in ΩC⊠ΩCop [KR09, DMNO13, KK12]. ♦

Example 2.1.4. We give some examples of C that are frequently used in this work.

1. 2+1D trivial topological order 13: The 1-category of anyons is given by Vec. Since 13 can be realized by
Levin-Wen model defined by the trivial fusion 1-category Vec. The monoidal 2-category of all defects
in 13 can be identified with BModVec|Vec(2Vec) ≃ 2Vec. The objects in 2Vec are precisely the labels of
1+1D anomaly-free topological orders.

(a) the tensor unit 1= Vec in 2Vec labels the trivial 1-codimensional topological defects in 13, which
is, at the same time, the trivial 1+1D topological order 12. Note that hom2Vec(1,1) ≃ Vec is the
precisely the category of particles in 12.

(b) What about a generic object 1⊕k in 2Vec? It is a composite 1-codimensional topological defect in
13 and, at the same time, a composite 1+1D topological order (12)⊕k, which naturally occurs in
the process of dimensional reduction. For example, if we define a toric code model on a narrow
strap, viewed as a quasi-1+1D system, with both boundaries chosen to be the smooth boundary,
we obtain the composite 1+1D topological order (12)⊕2 (see [KZ22a] for a more detailed expla-
nation). Note that hom2Vec(1⊕k,1⊕k) is precisely the multi-fusion 1-category of particles living on
the composite 1+1D topological order (12)⊕k [KWZ15, AKZ17].

2. 2+1D Z2 topological order TC3: Since it is realizable by the 2+1D toric code model [Kit03], we denote
it by TC3. We denote the 2-category of topological defects in TC3 by TC. In this case, ΩTC has four
simple objects 1, e, m, f and the following fusion rules:

e⊗ e ≃ m⊗m≃ f ⊗ f ≃ 1, f ≃ e⊗m≃ m⊗ e.

The double braiding between e and m is −1. The self-double-braidings of e and m are both trivial, and
the self-double-braiding of f is −1. Mathematically, ΩTC can be identified with the Drinfeld center
Z1(Rep(Z2)) of Rep(Z2), where Rep(Z2) denote the category of finite dimensional representations of
the Z2 group. The monoidal 2-category TC can be obtained either by computing

TC= BModRep(Z2)|Rep(Z2)(2Vec)
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or by explicit constructions in the toric code model [KZ22a]. More precisely, there are six simple 1-
codimensional topological defects 1,ϑ, ss, sr, rs, rr in TC3 with the fusion rules given in Table 1, which
is taken from [KZ22a, Table 1].

⊗ 1 ϑ ss sr rs rr

1 1 ϑ ss sr rs rr

ϑ ϑ 1 rs rr ss sr

ss ss sr 2ss 2sr ss sr

sr sr ss ss sr 2ss 2sr

rs rs rr 2rs 2rr rs rr

rr rr rs rs rr 2rs 2rr

Table 1: the fusion rules of simple 1-codimensional topological defects in TC3

Note that 1 denotes the trivial 1-codimensional defect; ϑ denotes the invertible defect that exchanges
the e-particles with the m-particles thus defines the e-m-duality [Bom10, KK12]; the remaining four
defects ss, sr, rr, rs denote the defects obtained by stacking of two smooth/rough gapped boundaries of
the toric code model as illustrated below:

s s

TC3 TC3

s r

TC3 TC3

r r

TC3 TC3

r s

TC3 TC3

where the letter ‘s’ represents the smooth boundary and the letter ‘r’ represents the rough boundary.
In Table 1, ‘2ss’ represents ss⊕ ss (see [KZ22a] for more explanation of this fusion rule). All six defects
1,ϑ, ss, sr, rs, rr can be obtained by condensing certain (potentially composite) anyons as we show
explicitly in Example 5.1.8.

3. 2+1D finite gauge theories GT3
G for a finite gauge group G: Note that GT3

Z2
= TC3. The category

ΩGT3
G of topological defects of codimension 2 (or anyons) and higher in GT3

G form the non-degenerate
braided fusion 1-category Z1(Rep(G)), which is the Drinfeld center of Rep(G). The category GT3

G of all
topological defects form the monoidal 2-category:

GT3
G ≃ BModRep(G)|Rep(G)(2Vec).

A simple object in GT3
G is an indecomposable Rep(G)-Rep(G)-bimodules in 2Vec. Since Rep(G) ⊠

Rep(G)op ≃ Rep(G)⊠ Rep(G) ≃ Rep(G × G), it is also an indecomposable left Rep(G × G)-module in
2Vec, which had been classified in [BO04, Ost03a]. More precisely, an indecomposable left Rep(G×G)-
module in 2Vec is given by Rep′(H̃), where H̃ is the central extension of a subgroup H of G × G deter-
mined by a 2-cohomology class [α] ∈ H2(H,C×):

1→ C×→ H̃ → H → 1

and Rep′(H̃) is the category of H̃-representations such that C× acts as identity. The category Rep′(H̃) is
also denoted by Rep(H,α) in later sections. The Rep(G ×G)-action on Rep′(H̃) is defined by the usual
vector space tensor product.

The fusion product in GT3
G is defined by ⊠Rep(G), where the two-side Rep(G)-actions on Rep′(H̃) are

induced from the two natural monoidal functors −⊠ 1Rep(G),1Rep(G) ⊠− : Rep(G)→ Rep(G)⊠Rep(G).
It is possible to work out the fusion rules, but we do not need them in this work. We give a complete
classification of condensable E1-algebras in GT3

G in later sections without using the fusion rules.

4. 2+1D Ising topological order Is3: We denote the 2-category of topological defects in Is3 by Is. In this
case, the 1-category ΩIs of anyons is the well known Ising modular tensor category. It consists of three
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simple anyons 1,ψ,σ with the commutative fusion rules ψ⊗ψ= 1,ψ⊗σ ≃ σ,σ⊗σ ≃ 1⊕ψ. All its
non-trivial braidings are given as follows:

ψ⊗ψ= 1
cψ,ψ=−1
−−−−→ 1=ψ⊗ψ; ψ⊗σ = σ

cψ,ψ=e−
πi
2

−−−−−−→ σ = σ⊗ψ;

σ⊗ψ= σ
cψ,σ=e−

πi
2

−−−−−−→ σ =ψ⊗σ; σ⊗σ = 1⊕ψ
cσ,σ=e−

πi
8 ⊕e

3πi
8

−−−−−−−−−→ 1⊕ψ= σ⊗σ.

According to [FRS02], all condensable E1-algebras inΩIs are Morita equivalent to 1. This result implies
that Is3 has no non-trivial 1-codimensional topological defect. Therefore, we obtain that Is ≃ BΩIs as
monoidal 2-categories. ♥

Remark 2.1.5. While we are preparing the paper, a few more examples of C in 2+1D have been worked out
explicitly in [YWL24]. ♦

The construction of 1-codimensional topological defects in [KS11a, KK12, FSV13, CR16, Kon14] makes
the proposal in [Kit06] questionable because the characterization by the pair (ΩC, c) does not contain any
1-codimensional topological defects except the trivial one.

Does it mean that the characterization (ΩC, c) is incomplete? (2.1.5)

The work [KW14] was devoted to answer this question. In order to proceed, one needs guidances from new
physical principles.

2.1.2 Remote detectable principle and ‘intrinsic’ topological defects

Since these new physics principles apply to topological orders in all dimensions, we explain them in an
arbitrary dimension. We start from recalling some basic notions that are used throughout this work.

Definition 2.1.6. Let Cn+1 be an n+1D topological order.

1. Cn+1 is called anomaly-free if it can be realized by an nD gapped lattice model; it is called anomalous
otherwise [KW14].

2. An anomaly-free Cn+1 is called non-chiral if it admits a gapped boundary; and is called chiral otherwise
(i.e., all its boundaries are gapless).

We denote the trivial n+1D topological order by 1n+1. □

Since an anomalous topological order Cn+1 should be always realizable as a topological defect in a higher
(but still finite) dimensional lattice model, by a dimensional reduction argument [KW14], Cn+1 is always re-
alizable as a gapped boundary of an n+2D anomaly-free topological order. Moreover, it was shown that this
n+2D anomaly-free topological order is necessarily unique [KW14], and is called the gravitational anomaly
or the bulk of Cn+1. We denoted it by Z(C)n+2. Then the condition that Cn+1 is anomaly-free can be mathe-
matically expressed as

Z(C)n+2 = 1n+2. (2.1.6)

For an anomalous topological order Cn+1, we also have an interesting identity4 [KW14]:

Z(Z(C))n+3 = 1n+3. (2.1.7)

Example 2.1.7. When Cn+1 is anomaly-free, then the trivial 1-codimensional topological defect in Cn+1 can
be viewed as an anomalous nD topological order, denoted by Cn, and is precisely the trivial domain wall
between Cn+1 and Cn+1. We apply the folding trick such that Cn becomes a gapped boundary of a double-
layered system as illustrated below:

x1

CnCn+1 Cn+1 folding trick
−−−−−−→

Cn+1

Cn

Cn+1

(2.1.8)

4This identity says that the bulk of a bulk is trivial. It is somewhat dual to the well-known statement in topology: the boundary of a
boundary is empty, which leads to a homology theory. Therefore, we expect that the identity (2.1.7) should lead us to a non-trivial but
yet-unknown cohomology theory.
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where Cn+1 represents the n+1D topological order obtained from Cn+1 by folding and ⊠ represents the
stacking of two n+1D topological orders (without introducing interactions between them). We obtain the
following identity:

Z(Cn)n+1 = Cn+1 ⊠Cn+1. (2.1.9)

In this work, we assume that a folding is done in the x1-th spatial dimension, which is transversal to the
domain wall and is depicted as the horizontal direction in pictures (see Convention 2.1.13). ♥

Since a topological order is a macroscopic notion, in principle, it should be characterized by the complete
set of macroscopic observables, which mainly (but not completely) consists of topological defects. Therefore,
the anomaly-free condition of a topological order should be translated to a condition on its macroscopic
observables or topological defects.

Now we are ready to state a guiding principle: Remote Detectable Principle, which was proposed in
[KW14] (preceded by a physical discussion of ΩC in n= 2 cases in [Lev13]).

Remote Detectable Principle: In an anomaly-free topological order,
a topological defect should be detectable up to condensation descendants
by some topological defects via double braidings.

(2.1.10)

This principle immediately provides an answer to the question (2.1.5). Consider an anomaly-free 2+1D
topological order C3. All topological defects in C3 form a fusion 2-category C.

(1) In this case, only defects of codimension 2 (i.e., anyons) can be braided. If a simple anyon x has trivial
double braidings with all anyons, by the Remote Detectable Principle, x must be the trivial particle,
i.e. x = 11C

. We can restate this result mathematically. For a braided fusion 1-category B, we define
its E2-center Z2(B) (also called Müger center) by the full subcategory consisting of objects with trivial
double braidings with all objects in B, i.e.,

Z2(B) := {z ∈B|cz,b ◦ cb,z = 1z⊗b,∀b ∈B}.

Using this language, the anomaly-free condition of C3 can be translated into the following condition:

Z2(ΩC)≃ Vec. (2.1.11)

It turns out that this equivalence (2.1.11), viewed as an anomaly-free condition, is equivalent to the
non-degeneracy condition of the S-matrix [Müg03b] (see also [Lev13] for a physical discussion).

(2) Note that 1-codimensional defects in C3 cannot be braided at all. In this case, the Remote Detectable
Principle implies that all 1-codimensional topological defects in C are necessarily the condensation
descendants (or condensed defects) of anyons or the trivial 1-codimensional topological defect 1C.
Indeed, it was shown in [Kon14] that all 1-codimensional topological defects and those higher codi-
mensional topological defects in C3 that are not inΩC are the condensation descendants of those inΩC.
This result implies that all 1-codimensional defects can be obtained from the trivial 1-codimensional de-
fect 1 or BΩC via condensations. The process of including all condensation descendants of BΩC is called
the condensation completion (or Karoubi completion) of BΩC, and is denoted by Kar(BΩC) [GJF19],
and can be mathematically defined [DR18, GJF19] (see Section 2.2). Following [DR18, GJF19], we
set

Σ(−) := Kar(B(−)).

In this new notation, we have C = ΣΩC := Kar(BΩC). Note that all objects in C are connected by
2-codimensional topological defects because they are all condensation descendants of the trivial 1-
codimensional topological defect 1C.

In summary, we have answered the question (2.1.5). Namely, the pair (ΩC, c) indeed provides a complete
mathematical characterization of the anomaly-free 2+1D topological orderC3, and all the missing topological
defects can be recovered from those in ΩC via condensations, i.e., C= ΣΩC.
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Remark 2.1.8. When C3 is non-chiral, we have C ≃ BModA|A(2Vec) for a fusion 1-category A (recall
(2.1.3)) [KK12]. In this case, Remote Detectable Principle implies the following monoidal equivalence:

ΣZ1(A)≃ BModA|A(2Vec).

In Section 3.3.2, we rederive this result as a consequence of a 1-codimensional defect condensation. ♦

Before we discuss how Remote Detectable Principle applies to n+1D anomaly-free topological orders
for n ≥ 3, we first review some useful notions and notations in higher category theory. An n-category S

consists of objects, which are also called 0-morphisms, and k-morphisms between two (k−1)-morphisms for
1≤ k ≤ n. For a k-morphism f in S, we denote the identity morphism on f by 1 f . We simplify the notation
11 f

to 12
f and define 1k

f := 11k−1
f

inductively. We define Ω0S := S and Ω f S := homS( f , f ). If an n-category A

is monoidal, it is equipped with a canonical object the tensor unit 1A. In this case, we abbreviate Ω1A
A to

ΩA. For example, the category Ω f S := homS( f , f ) is monoidal. Therefore, we can define:

Ωk
f S := Ω(Ωk−1

f S) = Ωk−1(Ω f S) = homS(1
k−1
f , 1k−1

f ).

In particular, Ωn−kS is a k-category for k ≤ n. For a monoidal n-category A, we define the looping of A,
denoted by ΩA, by homA(1A,1A); and define the one-point delooping of A, denoted by BA, to be the
(n+ 1)-category consisting of a single object • such that Ω•BA := homBA(•,•) =A as illustrated below.

BA :=
•

A=homBA(•,•)

�� (2.1.12)

Note that the monoidal structure of A is necessary for BA to be well-defined because homBA(•,•) has a
monoidal structure defined by the composition of 1-morphisms.

Then we state a result which is a consequence of a stronger result: Theoremph 3.3.9. We simply take it
for grant in this section (see Remark 2.1.10 for a discussion on the limitation of this result).

Theoremph 2.1.9 ([KW14, GJF19]). Given two kD topological defectsAk andBk (or anomalous topological
orders), Bk can be obtained from Ak via a condensation of higher codimensional topological defects in Ak if
and only if they can be connected by a (k− 1)D gapped domain wall5. □

Now we consider an anomaly-free n+1D topological order Cn+1 for n≥ 3. It can have topological defects
of all codimensions. All possible topological defects in Cn+1 form a monoidal n-category C̃, in which k-
morphisms are (k+1)-codimensional topological defects for 0≤ k ≤ n; when k = n, they are instantons (i.e.,
0D defects or (n+1)-codimensional defects). We reserve the notation C for a subcategory of C̃ described later.
The monoidal structure on C̃, i.e., a fusion product ⊗ in C̃, is defined by the fusion of two 1-codimensional
topological defects. The tensor unit is the trivial 1-codimensional topological defect, denoted by 1. The
category C̃n+1 is very large. In particular, for k ≤ n, by stacking a kD anomaly-free topological order to an
(n − k)-morphism in C̃, we obtain a new (n − k)-morphism in C̃ [KW14, KLWZZ20a]. When Cn+1 = 1n+1,
an anomaly-free kD topological order for k ≤ n should be viewed as (n− k + 1)-codimensional topological
defects in 1n+1, thus defines an (n−k)-morphism in C̃ [KLWZZ20a]. Since we have excluded non-topological
defects, a kD chiral topological order is not connected to the trivial kD topological order 1k in Cn+1 = 1n+1

by any (n− k+ 1)-morphisms. Moreover, for n≥ 3, in general, two 1-codimensional topological defects are
not connected by gapped domain walls. When Cn+1 = 1n+1, we denote the C̃ in this case by ngVec.

Now we discuss how Remote Detectable Principle affects the categorical description of the anomaly-free
n+1D topological order Cn+1.

(1) Topological defects of codimension 2 are braidable and should be detectable via double braidings.
As a consequence, if a simple k-codimensional defect for k ≥ 2 has trivial double braidings with all
topological defects of codimension 2, it must be the trivial k-codimensional topological defect 1k

1 or

5This condition is also the defining axiom of the notion of Morita equivalence introduced in Definition 2.2.19.
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its condensation descendants. Note that the double braiding should be insensitive to condensation
descendants as illustrated below.

a

b′

b

b

During the adiabatic move of a double braiding,
a creation followed by an annihilation of
a condensation descendant b′ of b
should contribute no detectable difference.

In higher dimensional cases, the ‘trivial double braiding’ does not require the double braiding to be
trivial on the nose, instead, it only requires the double braiding to be trivial up to higher isomorphisms.
More explicitly, for a, b ∈ ΩC, the double braiding being trivial means that there is a higher isomor-
phism cb,a ◦ ca,b → 1a⊗b satisfying natural physical conditions. When n= 3, these conditions have been
explicitly spelled out in [KTZ20b, Definition 3.10] (preceded by a definition in the semistrict6 cases
in [Cra98]) as the defining properties of the so-called sylleptic center, which is an E2-center7 and a
2-categorical generalization of the Müger center.

(2) The category ngVec of topological defects in 1n+1 is not compatible with Remote Detectable Principle.

(a) Lower dimensional anomaly-free kD topological orders for k ≤ n can not be detected by double
braidings because braidings among lower dimensional anomaly-free kD topological orders for
k ≤ n are completely symmetric. Mathematically, it means that the category ngVec is symmetric
monoidal. As a consequence, Remote Detectable Principle requires that we either modify the
categorical description ngVec or demands that all lower dimensional anomaly-free kD topological
orders are condensation descendants of the trivial kD topological orders for k ≤ n.

(b) However, by Theoremph 2.1.9, lower dimensional chiral topological orders are not condensation
descendants of the trivial kD topological defect. As pointed out in [KW14], if the domain wall
between two topological defects are gapless and not gappable, it is still possible to relate these two
topological defects via a ‘generalized condensation’. However, such a ‘generalized condensation’
is necessarily beyond the condensation theory discussed in this work, which focus only on a
finite type of condensations in the sense that neither infinite direct sums nor infinite dimensional
vector spaces are allowed in the definition of a condensable algebra or in that of a (multi-)fusion
n-category. It was suggested in [KW14] that we should exclude all lower dimensional chiral
topological orders in the categorical description of 1n+1 (or Cn+1 in general). See Remark 2.1.10
for more discussion.

Therefore, by restricting to only the finite type of condensations studied in this work, Remote Detectable
Principle demands us to replace ngVec by a subcategory nVec, which consists of only trivial (k − 1)-
codimensional topological defects 1k

1 for k = 0, 1, · · · , n and their condensation descendants. As a
consequence, we obtain nVec= Kar(B (n−1)Vec) = Σ(n−1)Vec= Σn−1Vec. By setting ΣC := Vec, we
obtain nVec= ΣnC. We define nVec more carefully in Section 2.2.1.

(3) Similarly, in the categorical description of Cn+1, we would like to replace C̃ by a subcategory C, which
contains only a set of ‘elementary’ (or ‘intrinsic’) topological defects [KW14]. In other words, we should
exclude all ‘extrinsic’ topological defects, which include all lower dimensional chiral topological orders
and all condensation descendants obtained from stacking a lower dimensional chiral topological order
with an ‘intrinsic’ topological defect. In spite of many attempts to make the meaning of ‘intrinsic’
(or ‘elementary’) precise in [KW14, Section XI], it was still not very successful because a full fledged
mathematical theory of condensations in higher categories is missing as it was explicitly pointed out
in [KW14, Conjecture 10 & 11]. This missing theory was developed later and is explained in details in
Section 2.2. Since C̃ is never used in this work, by abusing language, we abbreviate the category C of

6Physical applications demand us to consider non-semistrict monoidal 2-categories [KTZ20b].
7The notion of E2-center is a well-defined mathematical notion [Lur17] (see Definition 2.3.17). Actually, all types of centers, such as

usual center of an algebra, Drinfeld center, Müger center and left/right or full centers in 2D conformal field theories, are all universally
defined by the same universal property but in different (higher) categories [Lur17, Ost03a, Dav10a, KYZ21].
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all ‘intrinsic’ topological defects to the category C of all topological defects. We provide more precise
definition of C after we introduce the notion of a separable n-category and that of a multi-fusion n-
category. Now we derive a few important properties of C via Remote Detectable Principle.

(a) C consists of the trivial 1-codimensional topological defect 1 (also denoted by 1C) and is necessar-
ily closed under fusion. Therefore, C is a monoidal n-category. Since condensation descendants
of ‘intrinsic’ topological defects are necessarily ‘intrinsic’, C is necessarily condensation complete
(or Karoubi complete) (see Section 2.2 for more discussion).

(b) Since topological defects of codimension 2 and higher are braidable, Remote Detectable Principle
demands that only topological defects that have the trivial double braidings with all topological
defects of codimension 2 and higher are the trivial topological defects 1k

1 for k = 0,1, · · · , n and
their condensation descendants. Mathematically, the category of all defects of codimension 2
or higher that have trivial double braidings8 to all defects is called E2-center of ΩC, denoted by
Z2(ΩC). Therefore, we obtain the following anomaly-free condition, for n≥ 2,

Z2(ΩC)≃ (n− 1)Vec. (2.1.13)

(c) Since all the other defects not in ΩC, including all non-trivial 1-codimensional defects, cannot be
braided, they are necessarily the condensation descendants of ΩC or better BΩC [KW14, JF22,
KLWZZ20b]. Namely, those defects not in BΩC can all be obtained from those in BΩC via con-
densations. In other words, we have

C= ΣΩC := Kar(BΩC),

where Kar(−) denotes the condensation completion or Karoubi completion. As a consequence,
all objects in C are connected by 1-morphisms (see Remark 2.1.11).

Remark 2.1.10. Strictly speaking, replacing ngVec by its subcategory nVec of ‘intrinsic topological defects’ is
more of a mathematical convenience than a demand of a physical principle because the mathematical theory
of ‘generalized condensations’ (of infinite type) is simply not available. However, a complete condensation
theory should include the process of approaching the critical point of the phase transition, where the system
closes the energy gap and becomes gapless. This process is not a finite process in nature. Therefore, a
complete condensation theory might demand us to include certain ‘generalized condensations’ of infinite
type and ‘generalized condensation descendants’ in the theory. As an example of thinking along this line,
ngVec was used in [KLWZZ20a]. Moreover, we provides a glimpse of such a ‘generalized condensation’ in
Section 6.3, where some hom spaces become infinitely dimensional (see Remark 6.3.5). ♦

Remark 2.1.11. Above discussion applies to the case when Cn+1 is anomaly-free. If Cn+1 is anomalous, in
general, 1-codimensional topological defects in Cn+1 are not necessarily the condensation descendants of
those in ΩC. It means that C is disconnected in general when Cn+1 is anomalous. ♦

Remark 2.1.12. Although ΩC has already encoded all the data in C when Cn+1 is anomaly-free, as we show
later, ΩC does not directly provide a complete story of defect condensations. For certain problems in con-
densation theory, it is necessary to consider C= ΣΩC instead (see Section 4). ♦

Convention 2.1.13. In this work, a monoidal n-category S is always interpreted physically as the category
of topological defects. Therefore, we always endows S with a local spacetime coordinate system

(x1, x2, · · · , xn, xn+1 = t)

such that the fusion product in Ωi−1S, denoted by ⊗i , is the fusion of defects along the positive x i-th direction
(see Figure 1 and (2.1.8)). In pictures, we always depicted the fusion of the lower-codimensional topological
defects in the horizontal direction. According to this convention, the n-category of all topological defects of
Cn+1 is given by Cop, which is the same category as C but equipped with a new fusion product (⊗1)op, which
is defined by a(⊗1)op b := b⊗1 a for a, b ∈ C (see also Definition 2.3.5).

Definition 2.1.14. Given an n-category S, we denote the category obtained from flipping all k-morphisms
in S by Sopk and that obtained from flipping both k-morphisms and l-morphisms by Sopk,opl . For convenience,
we abbreviate Sop1 to Sop. □

8In higher categories, a ‘trivial double braiding’ does not mean that the double braiding is trivial on the nose. Instead, it means that
it is ‘trivial’ up to higher isomorphisms, which enter the definition of the ‘trivialness’ as defining data. It means that Z2(ΩC) is not a
subcategory of ΩC in general.
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2.1.3 Boundary-bulk relation

There is an obvious question: can we use C (instead of ΩC) to give a mathematically equivalent characteri-
zation of the anomaly-free condition on Cn+1? We show below how this question naturally leads us to a new
guiding principle.

This question is already non-trivial when n = 1. In this case, only topological defects in C2 are particles
and instantons, and they form a 1-category C. Since particles can be fused along the 1-dimensional space, C
is a monoidal 1-category. By Remote Detectable Principle, if C2 is anomaly-free, then C can only contain the
trivial particles. In other words, C must be trivial, i.e. C ≃ Vec. This is compatible with the fact that there
is no non-trivial 1+1D anomaly-free topological order, proved first in a microscopic approach [CGW10].
In order to formulate the anomaly-free condition on C, we need consider the case that C2 is anomalous,
i.e., B3 := Z(C)3 ̸= 13. This case can be physically realized in lattice model [LW05, KK12]. In this case,
C have non-trivial particles. The bulk particles move onto the boundary and become a boundary particle.
This process defines a functor f : ΩB → C, which clearly preserves the fusion products, i.e., f(a) ⊗ f(b) ≃
f(a ⊗ b) [KK12, FSV13]. Mathematically, such a functor is called a monoidal functor. Moreover, for a ∈
ΩB, f(a) can be half-braided with x ∈ C as illustrated in Figure 2. This half-braiding structure endows the

ΩB

Cx

a

f(a) f(a)

(a) in 2d space

ΩB

Cx f(a)

(b) in 2+1D spacetime

Figure 2: the half-braiding of f(a) with x

functor f with a structure called a central functor [Bez04] (see [FSV13] and a recent review [KZ22a] for
its physical meanings). This notion is defined by the property that the functor f can be factorized as the
composition of two functors ΩB→ Z1(C)→ C, where Z1(C) is the E1-center (or Drinfeld center) of C and
the second functor is the so-called forgetful functor. Then the condition that particles in C can be detected by
bulk particles via the half braidings [Lev13] can be mathematically reformulated precisely as the following
condition [KK12, Kon14]:

ΩB≃ Z1(C), (2.1.14)

which is also called boundary-bulk relation. In other words, the functor f : ΩB→ C can be identified with
the forgetful functor f : Z1(C)→ C. As a consequence, the anomaly-free condition on C2 can be translated
to a condition on C expressed as follows:

Z1(C)≃ Vec. (2.1.15)

Note that the only fusion 1-category9 solution of above equation is C ≃ Vec [EGNO15]. This mathematical
fact provides a categorical proof of the physical fact that there is no non-trivial 1+1D topological order
[KW14, KWZ15].

The boundary-bulk relation was generalized to formulations other than (2.1.14) (see (2.1.20)) and to
all dimensions and codimensions as the center functor (see Section 2.4) and to quantum phases far beyond
topological orders [KWZ15, KWZ17, KZ22b]. In summary, boundary-bulk relation, in its simplest form, can
be stated as follows.

Boundary-Bulk Relation: The bulk Z(C)n+2 is the center of a boundary Cn+1. (2.1.16)

This result10 was proved via an important notion of a morphism between topological orders [KWZ15, KWZ17],
a notion which can be generalized to gapped/gapless quantum liquids [KWZ17, KZ22b]. We should regard

9There are more multi-fusion 1-category solutions discussed later.
10This result has a precise meaning in the symmetric monoidal higher category TOn of potentially anomalous nD topological or-

ders. A morphism in TOn is defined in [KWZ15, KWZ17] (see also Figure 3), its symmetric fusion product is defined by the stacking
of two topological orders, and its tensor unit is 1n. The notion of the center in TOn is well defined by its universal property (see
Definition 2.3.17).
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(2.1.16) as a formal guiding principle, which leads to concrete predictions when we replace Z(C)n+2 and
Cn+1 by concrete categories of topological defects. For example, we should still have (2.1.14) for n> 1, i.e.,

ΩB≃ Z1(C). (2.1.17)

Remark 2.1.15. One should use the boundary-bulk relation with caution. Notice that both ΩB and C give
completable descriptions of defects in Bn+2 and Cn+1, respectively. This is a necessary condition in the
applications of the boundary-bulk relation. If we do not respect this rule and apply it naively, we could
have, for example, Ω2B ≃ Z2(ΩC), which is not true in general (unless C = ΣΩC). For example, when
C = 2VecG for a finite group G, Ω2B = Rep(G) [LKW18, KTZ20b] and Z2(ΩC) = Vec. Therefore, although
the boundary-bulk relation (2.1.16) is clearly compatible with the anomaly-free condition on ΩC given in
(2.1.13), we should not view (2.1.13) as a direct application of the boundary-bulk relation, but instead, a
consequence of the condition (2.1.18). ♦

The boundary-bulk relation (2.1.17) immediately implies the following anomaly-free condition on C

generalizing (2.1.15) [KWZ15, JF22, KLWZZ20b] (see Remark 2.1.16):

Z1(C)≃ nVec, (2.1.18)

where nVec is the category of ‘intrinsic’ topological defects in 1n+1 (recall Section 2.1.2) and its precisely
definition is given in Section 2.2. Since ΩC encodes all the information of C up to condensation descendants,
we expect that the two anomaly-free condition (2.1.13) and (2.1.18) are mathematically equivalent [KWZ15,
KLWZZ20b]. Based on a corrected definition of a multi-fusion n-category, this conjecture was proved (at a
physical level of rigor) by Johnson-Freyd in [JF22] (see also [KZ24] for a different approach).

Remark 2.1.16. We give a historical remark on the proposal or conjecture (2.1.18). Although, in retro-
spect, (2.1.18) seems a natural guess, there is no mathematical evidence to support this guess beyond the
known result (2.1.15) in 2014-201511 when the program was initiated in [KW14, KWZ15]. There are some
natural questions that made the conjecture (2.1.18) questionable. The bulk Z(C)n+2 is needed simply be-
cause it fix the braiding non-detectability of Cn+1 by the half-braidings between the bulk defects and the
boundary defects. Therefore, one could view (2.1.18) as a reformulation of Remote Detectable Principle.
On the one hand, condensation descendants do not play an essential role in braidings. It is possible that
condensation descendants are not needed for boundary-bulk relation to hold. For example, replacing C by
BΩC in (2.1.18) could be another possibility. Moreover, ‘extrinsic’ topological defects should be excluded
[KW14]. But how to distinguish ‘intrinsic’ and ‘extrinsic’ defects contributed additional complication to the
theory [KW14, Section XI]. On the other hand, the mathematical notion of center is universal (or maximal
in some sense). It suggests that it is reasonable to include all condensation descendants for boundary-bulk
relation to hold. Since C is the maximal possible choice (for all ‘intrinsic’ topological defects), it is called a
maximal BFpre-category instead of a (multi-)fusion higher category in [KW14]. The later term was reserved
for the one that is compatible with the notion of center (see [KWZ15, Definition 2.21]). The key question
is whether the notion of center is compatible with condensation completion. In mathematics, the notion
of a fusion 2-category was officially introduced by Douglas and Reutter in [DR18] in 2018 without know-
ing the physically required compatibility. It was based on a detailed study of the idempotent completion of
2-categories previously introduced by Carqueville and Runkel in [CR16], and was also supported by their
success in the state-sum construction of 3+1D TQFT. However, it is unclear if this mathematical notion of
a fusion 2-category is compatible with the notion of center as required by physics. The first evidence of
its compatibility with center appeared in 2019 in [KTZ20b]. The original goal of this work was to find the
correct mathematical definition of a (modular) fusion 2-category. By computing the E1-center Z1(2VecωG )
of 2VecωG , it was shown that Z1(2VecωG ) contains all 2-codimensional condensation descendants in 3+1D
Dijkgraaf-Witten theories. Then it becomes clear that the conjecture (2.1.18) is reasonable12. In 2020, two
independent works [JF22, KLWZZ20b] on this conjecture appeared within the same week on arXiv. Based on
Gaiotto and Johnson-Freyd’s work [GJF19] on condensation completion in higher categories, in a beautiful
work [JF22], Johnson-Freyd introduced the mathematical definition of a (multi-)fusion n-category and estab-
lished the category theory of ‘intrinsic’ topological defects, including a proof of the equivalence between two

11Although an obvious thing to do is check if it is true for n = 2 when C = BModA|A(2Vec), how to compute the Drinfeld center of
C was not known until years later.

12The first author of this paper explained to Johnson-Freyd in the spring of 2019 the conjectured equivalence between two anomaly-
free conditions (2.1.13) and (2.1.18) in its correct form based on the new results in [DR18, KTZ20b].
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anomaly-free conditions (2.1.13) and (2.1.18) (first conjectured in [KWZ15, Definition 2.21]). Somewhat
orthogonal to [JF22], the work [KLWZZ20b] was devoted to developing a categorical theory of SPT/SET
orders, and the theories of topological orders and (multi-)fusion n-categories were largely taken for granted.
In [KLWZZ20b], the compatibility between center and condensation completion was proposed as a general
principle called Condensation Completion Principle, which applies to all gapped/gapless quantum liquids (in-
cluding topological orders). Some related results in low dimensions were also proved in [KLWZZ20b, DN21].
A more systematic approach based on separable n-categories appeared later in [KZ22b] and is reviewed in
Section 2.2.2. ♦

Notice that the boundary-bulk relation (2.1.17) only involves ΩB. It is natural to ask if it is possible to
have a formulation of boundary-bulk relation in terms of B? Observe that if we include all 1-codimensional
topological defects in Bn+2, then fusing a non-trivial 1-codimensional topological defect to the boundary
Cn+1 changes the boundary condition. Since Bn+2 is anomaly-free, an 1-codimensional topological defects
in Bn+2 is necessarily a condensation descendant of the trivial 1-codimensional topological defect 1B. It
means that a 1-codimensional topological defect in Bn+2 is always connected to 1B by a nD gapped domain
wall. Therefore, new boundary conditions obtained by fusing 1-codimensional topological defects in Bn+2

with Cn+1 are necessarily obtained from Cn+1 via condensations and connected to Cn+1 by a nD gapped
domain wall13. We denote by ΣC the (n+1)-category of all gapped boundary conditions of Bn+2 that can be
obtained from Cn+1 via condensations. The notation ΣC represents the condensation completion of BC and
is explained in Section 2.2. Applying the boundary-bulk relation again, we should expect B≃ Z0(ΣC), where
Z0(ΣC) is the E0-center of ΣC (explained in Section 2.3.5) and can be defined explicitly by Fun(ΣC,ΣC), i.e.,
the category of C-linear functors from ΣC to ΣC. We summarize boundary-bulk relation below.

Theoremph 2.1.17 (Boundary-Bulk Relation). LetBn+2 be an anomaly-free topological order with a gapped
boundary Cn+1. We have

ΩB≃ Z1(C), (2.1.19)

B≃ Z0(ΣC) = Fun(ΣC,ΣC). (2.1.20)

Moreover, these two formulations of boundary-bulk relation are necessarily equivalent. This equivalence
immediately implies the following braided equivalence:

Z1(C)≃ ΩZ0(ΣC). (2.1.21)
□

Remark 2.1.18. The result (2.1.21) is a mathematical fact proved in [Fra12, JF22, KZ22b]. ♦

In summary, we have given a description of the category of topological defects in an n+1D anomaly-free
(simple) topological order Cn+1, and we show that the anomaly-free condition on Cn+1 can be translated into
a condition on ΩC (2.1.13) or a condition on C (2.1.18). It is clear that, in order to move further, we need
make the ΩC,C, nVec in these conditions (2.1.13) and (2.1.18) mathematically precise. This is the subject
of the next subsection.

2.2 Condensation completion

For a topological order Cn+1, the process of completing BΩC by its condensation descendants is called the
condensation completion (or Karoubi completion) of BΩC [CR16, DR18, GJF19]. More generally, for an arbi-
trary k-category A, it is possible to define the Karoubi completion of A, denoted by Kar(A). This notion was
first introduced in the k = 2 cases by Carqueville and Runkel in [CR16], and was later thoroughly developed
by Douglas and Reutter in [DR18], and was later generalized to all k ≥ 2 by Gaiotto and Johnson-Freyd
in [GJF19]. In this subsection, we briefly review the basic ideas of condensation completion [GJF19] via
a physical approach along the line of [KW14, KWZ15, KLWZZ20a], and introduce the notions of separable
n-categories [KZ22b] and multi-fusion n-categories [JF22, KZ22b].

13However, it is not true that all gapped boundaries of Bn+2 can be connected to Cn+1 by an nD gapped domain wall. For example,
when Bn+2 = 14, a chiral anomaly-free 2+1D topological order C3 cannot connect to a non-chiral anomaly-free 2+1D topological order
via a gapped domain wall, or equivalently, such a domain wall is necessarily gapless.
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2.2.1 Category nVec

In the previous subsection, C is assumed a priori and automatically condensation complete because it contains
all (‘intrinsic’) topological defects in Cn+1, including all condensation descendants, by definition. We want
to take a closer look at topological defects in Cn+1, especially when Cn+1 = 1n+1.

Recall Theoremph 2.1.9. We show in Theoremph 3.3.9 that the condensation in Theoremph 2.1.9 can be de-
fined by the gapped domain wall directly. Now we simply take it for granted. One immediate corollary is that
a kD topological defect Bk can be obtained from another one Ak via a condensation of higher codimensional
defects living in Ak if and only if Ak can be obtained from Bk via a condensation of higher codimensional
defects living in Bk. Therefore, any two k-morphisms f , g ∈ C, the (n− k)-category homC( f , g) is a direct
sum of connected full sub-categories. When Cn+1 is anomaly-free, the monoidal n-category C is connected
because every 1-codimensional defect is a condensation descendant of the trivial one 1C and, therefore,
is connected to 1C via a gapped domain wall (recall discussion in Section 2.1.2). We used the following
connected diagram to give an intuitive description of C: for x ∈ C,

1C

ΩC

�� homC(1C,x)
** x

homC(x ,x)

��

homC(x ,1C)

kk

Since all objects in C are condensation descendants of 1C, C is the condensation completion (or Karoubi
completion) of BΩC, i.e. C = Kar(BΩC). The notion of a condensation completion can be mathematically
defined for any higher category [GJF19]. Recall that the one-point delooping is defined for any monoidal
higher category A. We define the delooping ΣA of a condensation complete A by:

ΣA := Kar(BA) = Kar(
•

A

�� ) = •

A

��
LModA(A)

** A

BModA|A(A)

��

RModA(A)

jj
(2.2.1)

where an object A in ΣA is a ‘nice’ algebra (called condensation monad) in A as illustrated in the last ‘=’ in
(2.2.1) [CR16, DR18, GJF19]. Then we have ΣΩC= C. We set ΣC := Vec.

Theoremph 2.2.1 ([GJF19]). nVec = ΣnC. Physically, nVec is the category of ‘intrinsic’ topological defects
in 1n+1, consisting of ‘roughly’ all lower dimensional non-chiral topological orders and gapped domain walls
among them (see Remark 2.2.11 and Theoremph 2.2.12 for more precise statement). □

Proof. This follows immediately from the fact that nVec contains only the trivial k-morphisms for k ≥ 0
and their condensation descendants, and, as we have shown earlier, this fact is a consequence of Remote
Detectable Principle and the limitation of our condensation theory (see Remark 2.1.10). □

We can gain a better understanding of nVec by working out nVec for n= 2, 3 explicitly.

Example 2.2.2. 2Vec = ΣVec is the 2-category of topological defects in 13. In Example 2.1.4, we have
shown that it is precisely that 2-category of finite semisimple 1-categories or finite direct sums of Vec. Now
we work it out from the point of view of condensation completion. The trivial defect in 2Vec is precisely the
trivial 1+1D topological order 12, particles in which form the trivial fusion 1-category Vec. Condensation
completion demands us to add all the condensation descendants of the trivial 1+1D topological order. We
can proceed in two slightly different but equivalent ways.

12

Vec

�� hom2Vec(Vec,X)
,, X

Fun(X,X)

��

hom2Vec(X,Vec)

ll 12

Vec

�� BModC|A(Vec)
,, A

BModA|A(Vec)

��

BModA|C(Vec)

ll (2.2.2)

1. The category of particles of each of these condensation descendants is necessarily a solution to the
anomaly-free condition (2.1.15). All solutions are given by the indecomposable multi-fusion 1-category
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Fun(X,X) for a finite semisimple 1-category X. We see immediately that these condensation descen-
dants form the 2-category 2Vec because objects in 2Vec are precisely finite semisimple 1-category X

and hom 1-category in 2Vec is precisely Fun(X,X) as illustrated in the first diagram in (2.2.2)14.

Note that X labels a 2D anomaly-free topological order, the category of topological defects in which is
precisely the indecomposable multi-fusion 1-category Fun(X,X). When X≃ Vec⊕k for k > 1, however,
the associated 2D topological order does not satisfy the simpleness condition (recall Remark 2.1.1) and
can be identified with the direct sum of k trivial phases: (12)⊕k = 12⊕· · ·⊕12. Such a topological order
is called a composite topological order (see Definition 2.2.15) and naturally appear in dimensional
reduction processes and condensations. For example, a 2+1D toric code model defined on a narrow
strap with the smooth boundary condition on two sides can be viewed as a quasi-1+1D system that
realizes the composite 1+1D anomaly-free topological order 12⊕12 [KWZ15, KZ22a]. More discussion
and examples of composite 1+1D topological orders can be found in [KZ22a].

2. According [CR16, Kon14, DR18], a condensation in 12 is defined by a separable algebra A in Vec.
The category of particles in the condensed 1+1D phase is given by the 1-category of A-A-bimodules in
Vec, denoted by BModA|A(Vec) as illustrated in the second diagram in (2.2.2). Then the condensation
completion of the trivial 1+1D topological order can be identified with the 2-category of separable
algebras in Vec (as objects), bimodules (as 1-morphisms) and bimodule maps (as 2-morphisms). Since
a separable algebra A in Vec is nothing but a finite direct sum of matrix algebras, BModA|A(Vec) ≃
Fun(X,X) for some X ∈ 2Vec. Moreover, X can be identified with RModA(Vec), which is the category
of right A-modules in Vec and is invariant up to the Morita equivalence of A. For this reason, one can
relabel A by its complete Morita invariant X = RModA(Vec). Therefore, this 2-category is precisely
2Vec.

In both cases, the finite semisimple 1-category X (i.e. X ∈ 2Vec) pops out. Its physical means is the category
of particles on the domain wall between 12 and one of its condensation descendants (say x), i.e., X =
hom2Vec(Vec, x). It is easy to see that 2Vec = RModVec(2Vec), which is a special case of a more general fact
(see Theorem 2.2.32). ♥

Example 2.2.3. 3Vec= Σ2Vec is the monoidal 2-category of topological defects in 14. The tensor unit •= 1
is the trivial 1-codimensional topological defect, which is precisely the trivial 2+1D topological order 13,
i.e., • = 1 = 13. A simple object X in 3Vec is a condensation descendant of 13, and, in this case only,
can be conveniently15 interpreted as a 2+1D non-chiral topological orders X3 (recall Definition 2.1.6). The
3-category 3Vec is connected as shown in the following diagram.

13

2Vec

�� hom3Vec(13,X3)
,, X3

X

��

hom3Vec(X3,13)

ll
hom3Vec(X3,Y3)

,, Y3

Y

��

hom3Vec(Y3,X3)

ll

The 2-category hom3Vec(13,X3) is the 2-category of gapped boundary conditions of X3. Its objects a, b, c, · · ·
are the labels for gapped boundary conditions ofX3, and the 1-category of morphisms hom3Vec(a, a) is the cat-
egory of particles on the boundary a and is an indecomposable multi-fusion 1-category, and hom3Vec(a, b) =
hom3Vec(b, a)op is the category of particles on the 0+1D gapped domain wall connecting a and b. By
Theoremph 2.1.9, the 2-category hom3Vec(13,X3) is connected by non-zero 1-morphisms as illustrated be-
low:

hom3Vec(1
3,X3) =

a

hom3Vec(a,a)

��
hom3Vec(a,b)

,, b

hom3Vec(b,b)

��

hom3Vec(b,a)

ll = Σhom3Vec(a, a).

14For readers who are familiar with Levin-Wen models with gapped boundaries [KK12], the 2-category 2Vec is just a special case of
the 2-category of gapped boundary conditions of a fixed 2+1D Levin-Wen model based on a a fusion 1-category A. The objects in this
2-category are labeled by finite semisimple right A-modules and hom 1-categories are FunCop (M,N). This 2-category is precisely the
2-category of right A-modules in 2Vec, denoted by RModA(2Vec). As a special case, 2Vec= RModVec(2Vec).

15This convenient interpretation of an object in 3Vec needs to be slightly modified for that of an object in nVec for n > 3 (see
Remark 2.2.11, Theoremph 2.2.12 and Example 2.2.13).
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a

b

c

hom3Vec(13,X3)hom3Vec(X3,Y3) ∋ f

X3Y3

f ⊠X a ∈ hom3Vec(13,Y3)

Figure 3: a domain wall f defines a functor f ⊠X −

Since X := hom3Vec(X3,X3) is the precisely the monoidal 2-category of topological defects in X3, by (2.1.20),
we obtain

X≃ Z0(Σhom3Vec(a, a)) = Fun(hom3Vec(1
3,X3), hom3Vec(1

3,X3)). (2.2.3)

The ΩX is the category of particles in the non-chiral 2+1D topological order X3. By the boundary-bulk
relation [KK12, Kon14], it must be the Drinfeld center of the category of particles on each boundary a ∈
hom3Vec(13,X3), i.e.,

ΩX≃ Z1(hom3Vec(a, a)),

which a mathematical fact following the equivalence (2.1.21). Note that hom3Vec(a, a) and hom3Vec(b, b)
are Morita equivalent. By the Morita theory of multi-fusion 1-categories [Müg03a, Ost03a], we obtain the
following equivalence of 2-categories:

Σhom3Vec(a, a)≃ RModhom3Vec(a,a)(2Vec).

The direct sum of two non-chiral topological orders X3 ⊕Y3 also lives in 3Vec and we have

hom3Vec(1
3,X3 ⊕Y3)≃ hom3Vec(1

3,X3)⊕ hom3Vec(1
3,Y3).

Such a generalized ‘topological order’ is called a composite topological order (see Definition 2.2.15). It is not
only a mathematical convenience but also a natural physical requirement when we study the dimensional
reductions and the condensation theory of topological orders. In particular, we show in Section 3.3.2 that this
generalized ‘topological order’X3⊕Y3 can be obtained from 13 by condensing the algebra A= hom3Vec(x , x)⊕
hom3Vec(y, y) in 2Vec for x ∈ hom3Vec(13,X3) and y ∈ hom3Vec(13,Y3). Therefore, from now on, we use X3

and Y3 to denote generic objects in 3Vec which can be a direct sum.
Note that a gapped domain wall f ∈ hom3Vec(X3,Y3) naturally defines a functor

hom3Vec(1
3,X3)

f ⊠X−−−−→ hom3Vec(1
3,Y3).

The physical meaning of this functor is illustrated in Figure 3. Conversely, we claim that any functor from
hom3Vec(13,X3) to hom3Vec(13,Y3) should be realizable by such a domain wall, i.e.,

hom3Vec(X
3,Y3) = Fun(hom3Vec(1

3,X3), hom3Vec(1
3,Y3)). (2.2.4)

There are two ways to prove this claim.

1. This claim follows from the so-called Naturality Principle, which says that if there is no physical law
to forbid certain functors to be physically realizable (or occur physically), then all of them should be
physically realizable. This principle is often used in bootstrap program such as rational CFT’s [MS89a]
and anyon condensation [Kon14].

2. In this case, the precise mathematical definitions of the categories of boundary conditions of X3 and
Y3 were known [JF22, KLWZZ20b, KZ22b] (or see [KZ22a] for a review). Then this claim is simply a
mathematical fact, which follows immediately from [KZ18a, Theorem 3.2.3] (see also [KWZ15]).
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These two results (2.2.3) and (2.2.4) simply says that the same category 3Vec can be equivalently defined
by the following replacement:

X3 7→ hom3Vec(1
3,X3),

hom3Vec(X
3,Y3) 7→ Fun(hom3Vec(1

3,X3), hom3Vec(1
3,Y3)).

This fact can be reformulated in more mathematical language. Let CatC
2 be the 3-category of C-linear 2-

categories [DR18]. This fact means that the following functor is fully faithful.

hom3Vec(•,−) : 3Vec→ CatC
2 (2.2.5)

It turns out that the fully faithfulness of the functor (2.2.5) can be generalized to (n+ 1)Vec. The general-
ization provides a natural way to define the notion of a separable n-category. ♥

2.2.2 Separable n-categories

Let CatC
n be the (n+1)-category of C-linear n-categories. The following result is taken from [KZ22b, Cor. 3.2]

based on the works [GJF19, JF22].

Theorem 2.2.4. The functor hom(n+1)Vec(•,−) : (n+ 1)Vec→ CatC
n is fully faithful.

Proof. All the arguments in Example 2.2.3 automatically generalizes to (n+1)Vec to provide a physical proof
of this theorem except that the reference [KZ18a, Theorem 3.2.3] should be replaced by [KZ24, Theorem
3.26, Remark 3.27]. □

Definition 2.2.5. A separable n-category is a C-linear n-category that lies in the essential image of hom(n+1)Vec(•,−).
A separable n-category is condensation complete by definition. If it is not a direct sum of two non-zero ones,
it is called indecomposable (or connected). We call an indecomposable summand of a separable n-category A

as an indecomposable (or connected) component of A. □

Example 2.2.6. Separable 0-categories are finite dimensional vector spaces over C, i.e., objects in Vec. Sep-
arable 1-categories are finite semisimple C-linear 1-categories. ♥

Example 2.2.7. We gives a few examples of separable 2-categories.

1. For a finite group G, 2VecG is the 2-category of G-graded separable 1-categories. A generic object is
a direct sum X = ⊕g∈GX g , where the subscript of X g is the grading and X g is a separable 1-category,
which is equivalent to Vec⊕ng for ng ∈ N. The only simple objects are Vecg for g ∈ G. We illustrate the
hom spaces associated to simple objects by the following diagram:

Vec1

Vec

��
Vecg1

Vec

��
Vecg2

Vec

��
· · ·

2. 2Rep(Z2) = ΣRep(Z2) has two simple objects 1 and 1c [DR18]. We illustrate the hom spaces associated
to simple objects by the following diagram:

1

Rep(Z2)

�� Vec
++ 1c

VecZ2

��

Vec

jj

Note that 2Rep(Z2) has a unique connected component.

3. The monoidal center Z1(2VecZ2
) of 2VecZ2

as a separable 2-category is equivalent to a direct sum of
two 2Rep(Z2) [KTZ20b] as illustrated below.

1

Rep(Z2)

�� Vec
++ 1c

VecZ2

��

Vec

jj m

Rep(Z2)

�� Vec
++ mc

VecZ2

��

Vec

kk
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Since Z1(2VecZ2
) is the category of topological defects of codimension 2 and higher, each objects rep-

resents a string-like defect. In particular, 1 is the trivial string; 1c is the condensation descendant of
the 1-string [KW14, EN17, KTZ20a] and is sometimes called the Cheshire string [EN17]; m is the m-
string or magnetic string [HZW05]; and mc is the condensation descendant of the m-string. The only
non-trivial simple object in hom(1,1) = Rep(Z2) is the e-particle [HZW05].

4. The monoidal center Z1(2VecG) of 2VecG as a separable 2-category is equivalent to a direct sum
[KTZ20b]:

Z1(2VecG)≃ ⊕[h]∈Cl 2Rep(CG(h)),

where Cl is the set of conjugacy classes of G and CG(h) is the centralizer of h ∈ G. ♥

Example 2.2.8. We give a few useful separable n-categories

1. nRep(G) := Σn−1Rep(G). It can also be defined by the category of functors Fun(BG, nVec) [KZ24]. It
has a unique connected component.

2. nVecG is the category of G-graded separable (n− 1)-categories, defined by the condensation complete
C-linear monoidal n-category ⊕g∈GnVec [KZ24]. Its number of connected components is |G|. It has a
monoidal structure with the tensor product induced by the multiplication of G. For ω ∈ Zn+2(G,C×),
there is a way to ‘twist’ the monoidal structure on nVecG by ω to give a new monoidal n-category
denoted by nVecωG . It turns out that ΣnVecωG is a separable (n+ 1)-category (see Definition 2.2.28).

3. The monoidal center Z1(nVecωG ) is a separable n-category16. Its physical meaning is the category
of topological defects of codimension 2 and higher in n+2D twisted G-gauge theory17 GTn+2

(G,ω), i.e.,

ΩGTn+2
(G,ω) = Z1(nVecωG ). If the twist ω is trivial, then GTn+2

(G,ω) is called a finite gauge theory and is de-

noted by GTn+2
G for simplicity. It was conjectured in [KTZ20b] that we have the following equivalence

of separable n-categories:

ΩGTn+2
(G,ω) = Z1(nVecωG )≃ ⊕[h]∈Cl nRep(CG(h),τh(ω)),

where Cl is the set of conjugacy classes of G, CG(h) is the centralizer of h ∈ G, and τh is the transgression
map C k+1(G,C×)→ C k(CG(h),C×), and nRep(CG(h),τh(ω)) is the category of right separable module
categories over the fusion n-category nVecτh(ω)

CG(h)
. When ω is trivial, we simply have

ΩGTn+2
G = Z1(nVecG)≃ ⊕[h]∈Cl nRep(CG(h)).

When n = 1, this conjecture was rigorously proved in [Wil08], and the n = 2 cases were rigorously
proved in [KTZ20b]. In this work, we simply takes above conjectured equivalences for granted for
all n. Moreover, we expect Z1(nVecωG ) to be E2-fusion. It turns out that Σ2Z1(nVecωG ) is a separable
(n+ 2)-category (see Definition 2.3.7).

4. Let z ∈ G be the fermion parity symmetry and lives in the center of G. The category Rep(G, z) is a
symmetric fusion 1-category, then nRep(G, z) := Σn−1Rep(G, z) is a separable n-category (actually a
symmetric fusion n-category). ♥

As a consequence, we can identify the category (n+1)Vec as the (n+1)-category of separable n-categories
(as objects), C-linear n-functors (as 1-morphisms), C-linear n-natural transformations (as 2-morphisms), so
on and so forth. When n= 0, a separable 0-category is a finite dimensional vector space over C; when n= 1,
a separable 1-category is a finite semisimple 1-categories; when n = 2, a separable 1-category is a finite
semisimple 2-category [DR18].

By the folding trick, a gapped domain wall between two non-chiral topological order Xn and Yn is auto-
matically a gapped boundary of Xn⊠Yn. For x , y ∈ nVec, this means that homnVec(x , y)≃ homnVec(1, y⊗xR),
where xR is the right dual of x . By Definition 2.2.5, homnVec(x , y) is a separable (n− 1)-category. It further
implies that every hom space in a separable higher category is automatically separable.

16For ω1 ̸=ω2, in general, Z1(nVecω1
G ) and Z1(nVecω2

G ) are not equivalent even as separable n-categories. Example 3.4 in [KTZ20b]
provided an example of this non-equivalence for n= 2.

17Twisted finite gauge theories are also called Dijkgraaf-Witten theories.
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Definition 2.2.9. A 0-morphism f in a separable 1-category A is called simple if homA( f , f )≃ C. By induc-
tion, a k-morphism g in a separable n-category B is called simple if 1g is simple in homB(g, g). □

Remark 2.2.10. An indecomposable separable n-category is precisely a simple object in (n+ 1)Vec. ♦

Remark 2.2.11. In Example 2.2.3, for the sake of convenience, we have used the non-chiral 2+1D topolog-
ical order X3 to label a simple object X in 3Vec. There is nothing wrong in this case. For nVec and n > 3,
however, we need slightly modify the physical meaning of a simple object X ∈ nVec. Note that X as a label
for an object in nVec is not physically detectable. What is physically detectable is the category homnVec(•, X ),
which can be identified with X via the fully faithful functor hom(n+1)Vec(•,−) : (n+ 1)Vec → CatC

n . It sug-
gests that the physical meaning of the object X should come from the category homnVec(•, X ). Therefore,
as an indecomposable separable (n − 1)-category in nVec, X is precisely a connected component of the 2-
category of all gapped boundary conditions of a non-chiral topological order. This slight modification is
necessary because the higher category of gapped boundary conditions of a higher dimensional non-chiral
topological order is in general disconnected, i.e., splitting into a direct sum of connected sub-categories (see
Example 2.2.13). We summarize this discussion into the following physical theorem. ♦

Theoremph 2.2.12. Physically, a simple object in (n+ 1)Vec, or equivalently, an indecomposable separable
n-category S is a connected component of the category of all gapped boundary conditions (up to invertible
nD topological orders18) of a non-chiral n+1D topological order Xn+1, i.e., a pair (Xn+1, x) where x labels
the connected component. An object s ∈ S is a gapped boundary condition (up to invertible nD topological
orders) of Xn+1, and ΩsS := homS(s, s) is the category of all topological defects on the boundary s of Xn+1. A
1-morphism in S is a domain wall between two gapped boundaries of Xn+1 and a k-morphism for 1≤ k ≤ n
is a k-codimensional topological defect on the boundaries of Xn+1. □

Example 2.2.13. We explain Remark 2.2.11 and Theoremph 2.2.12 via the example 4Vec. Note that 4Vec is
the precisely the category of all topological defects in 15.

1. The tensor unit •= 1 is precisely the trivial 4D topological order 14.

2. Let P3 be a 2+1D chiral topological order and P the category of all topological defects in P3. As we
show in Section 3.3.2, by condensing A= P in 3Vec, we obtain an indecomposable separable 3-category
X = ΣP, which is an invertible object in 4Vec [JF22, KZ22b] and is precisely a connected component
of the category of all gapped boundary conditions (up to invertible 3D topological orders) of 14, The
simple objects in X = ΣP labels all 2+1D chiral topological orders that are connected to P3 via 1+1D
gapped domain walls.

3. A simple 1-morphism f ∈ hom4Vec(•, X ) ≃ hom4Vec(3Vec,ΣP) can be identified with a simple object
in ΣP. It is precisely the label of a simple gapped boundary of 14, or equivalently, a 2+1D chiral
topological order (up to invertible ones), whose category of particles is Witt equivalent to the non-
degenerate braided fusion 1-category ΩP [DMNO13].

4. A generic simple object X ∈ 4Vec is a condensation descendant of 14. As an indecomposable separable
3-category, X is precisely a connected component of the category of all gapped boundaries of a non-
chiral 4D topological order, whose category of topological defects is given by Z0(X ) = Fun(X , X ).

Notice that, although 3Vec consists of only 2+1D non-chiral topological orders, 4Vec consists of all chiral or
non-chiral 2+1D topological orders (up to chiral central charges) as simple 1-morphisms from • to invertible
objects. When the invertible object is also the tensor unit •, then such simple 1-morphisms are precisely those
non-chiral 2+1D topological orders. It is worth reminding readers that the group of all invertible objects in
4Vec are precisely the Witt group of non-degenerate braided fusion 1-categories [JF22, KZ22b]. ♥

2.2.3 Composite topological orders

The physical meanings of the morphisms in (n+1)Vec provides a way to generalize the notion of a topological
order to composite ones. This generalization is not necessary if we limit ourselves to those nD topological
orders that are simple in the sense that they have a unique ground state on an (n−1)-sphere (or stable under

18Invertible nD topological orders are also gapped boundaries of 1n+1. However, they are invisible in the theory of separable higher
categories.
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local perturbations) [KWZ15]. However, the generalization is necessary for a complete theory as illustrated
in the following picture.

Z(A)n+1 = Z(B)n+1

Mn−1An Bn

closing the fan
−−−−−−−−−−−→

Mn−1

Xn := Bn ⊠Z(A) An

(2.2.6)

The topological orders An and Bn in (2.2.6), i.e., sharing the same bulk and connected by a gapped domain
wall Mn−1, are called Morita equivalent (see also Definition 2.2.19). Note that, even if we choose An and Bn

to be simple, the domain wall Mn−1, as an (n − 1)D topological order, is not simple in general. Moreover,
by closing the fan, we obtain an nD topological order Xn having Mn−1 as its gapped boundary, and Xn is not
simple in general. For example, when n = 2 and A = M = B = VecG for a non-trivial finite group G, A2

is a simple topological order but M1 and X2 are not simple. In this case, it turns out that M1 and X2 are
non-simple or composite in two different ways. More precisely, X2 is of type-I and M1 is of type-II as defined
below.

Definition 2.2.14. Roughly speaking, a composite topological order Cn+1 is a ‘direct sum’ of simple ones.
Moreover, Cn+1 is called type-I if all its simple direct summands are Morita equivalent, and is called type-II
otherwise. (see Definition 2.2.15 for a more complete definition). □

In order to give a precise meaning of the ‘direct sum’, we need work within a precise category. It is
possible to do it for topological orders (up to invertible ones) as we show in Definition 2.2.15, which was
already implicitly used in [KZ22b]. However, physically oriented readers are recommended to understand
the notion of a composite topological order at above intuitive level.

Definition 2.2.15. We can define a generalized notion of an nD (potentially anomalous) topological order
(up to invertible ones) Cn by a 1-morphism x : • → S for an object S ∈ (n+ 1)Vec. Since S can be viewed
as a separable n-category, a 1-morphism x : • → S can be identified with an object x ∈ S. The category of
topological defects in the topological order x is defined by the category ΩxS := homS(x , x).

1. If x = 0, then Cn is called the zero nD topological order denoted by 0. We identify all zero nD topolog-
ical orders and identify the topological order y : • → T with the topological order 0⊕ y : • → S⊕ T,
i.e., y = 0⊕ y .

2. If x lives in a single connected component of S, then Cn is called type-I. In this case, if x is simple,
then the topological order Cn is called simple; if x is not simple, then Cn is called type-I composite. We
denote the number of simple direct summands of x by gsd(x) or gsd(Cn) because it coincides with the
ground state degeneracy of Cn defined on an (n− 1)-sphere.

3. If S is not connected and x does not live in a single connected component of S, then the topological
order Cn is called type-II composite or type-II for simplicity. We denote the number of simple direct
summands of x by gsd(x). We call the minimal number of non-zero type-I direct summands of x the
multiplicity of Cn and denote it by Mult(Cn).

Cn is called composite if it is either type-I composite or type-II composite. When Cn is a boundary/wall, the
boundary/wall is called simple, type-I/type-II composite if Cn is simple, type-I/type-II composite, respec-
tively. □

Remark 2.2.16. We provide some examples of type-I and type-II topological orders later in Example 2.2.38.
Strictly speaking the definition of a mathematical object is incomplete if we do not define the (iso)morphisms
between this notion. We do not want to do it here. One can consult with the definition of the slice category
•/(n+ 1)Vec in [KZ22b]. In this work, we simply identify all isomorphic objects in (n+ 1)Vec, i.e., identify
all equivalent separable n-categories, for all physical discussion. ♦

Remark 2.2.17. Both type-I and type-II topological orders are necessary for a complete condensation the-
ory. When Cn is anomaly-free, the simpleness of Cn defined in Definition 2.2.15 coincides with the following
simpleness condition: the ground state degeneracy of Cn defined on an (n− 1)-sphere is trivial. This sim-
pleness condition is essentially a stability condition. As we shown in [KWZ15], a type-I topological order
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is not stable unless it is simple (see Remark 2.2.35), so is a type-II topological order, which is necessarily a
gapped boundary of a type-I topological order. It means that if we restricted ourselves to only stable phases,
we can restricted our theory to only simple topological orders. However, this restriction is not very natural
if we work with a condensation complete theory. ♦

Remark 2.2.18. The notion of a composite topological order is necessary for the study of the categories
of topological orders and the condensation theory (see Remark 2.2.39). However, for most physicists who
are only interested in the simple condensations of anomaly-free simple topological orders, it is beneficial to
ignore anomalous and composite cases and skip relevant discussion at least in the first reading. ♦

2.2.4 Morita equivalence between topological orders

We recall a notion, which was called Witt equivalence in [KW14].

Definition 2.2.19. Two n+1D topological orders An+1,Bn+1 are called Morita equivalent if they share the
same bulk (or gravitational anomaly), i.e., Z(A)n+2 = Z(B)n+2, and are connected by a gapped domain wall
Mn as illustrated below. We use [An+1] to denote the Morita class of An+1.

Z(A)n+2 = Z(B)n+2

MnAn+1 Bn+1

(2.2.7)

(This terminology comes from the fact that the associated multi-fusion n-categories A and B are Morita
equivalent. We also use [A] to denote the Morita class of A. If An+1 and Bn+1 share the same bulk but are
not Morita equivalent, then the domain wall Mn between them is necessarily gapless.) □

Example 2.2.20. Any two 2+1D anomaly-free simple topological orders A3 and B3 share the same trivial
3+1D bulk. In this case, A3 and B3 are Morita equivalent if and only if two fusion 2-categories A and B are
Morita equivalent, or equivalently, ΩA and ΩB are Witt equivalent [DMNO13]. If A3 and B3 are not Morita
equivalent, then a domain wall between them is necessarily gapless. ♥

Remark 2.2.21. By the structure theorem of multi-fusion categories [KZ22b] (reviewed in Proposition 2.2.34),
a type-I topological order is always Morita equivalent to a simple one. Two type-II topological orders are
Morita equivalent if and only if they share the same multiplicity and there is one-to-one pairing among their
type-I direct summands such that each pair are Morita equivalent. ♦

Remark 2.2.22. Two (potentially anomalous) topological orders An+1 and Bn+1 are Morita equivalent if
and only if they share the same bulk and An+1 ⊠Z(A)n+2 Bn+1 ≃ Z(M)n+1. There is another equivalent way to

characterize the Morita equivalence as a centralizer Z(A,Z(M))n+1 ≃ Bn+1 (explained in Example 2.3.23).♦

We recall a result from [KW14, Proposition 4] on Morita equivalence (recall Definition 2.2.19) between
two anomaly-free topological orders.

Propositionph 2.2.23 ([KW14]). Two anomaly-free n+1D topological orderCn+1 andDn+1 are Morita equiv-
alent if and only if there exist two nD topological orders Pn and Qn such that

Cn+1 ⊠Z(P)n+1 =Dn+1 ⊠Z(Q)n+1. (2.2.8)

Proof. (⇒). If Cn+1 and Dn+1 are Morita equivalent, then they can be connected by a gapped anomaly-free
domain wall Mn. By the folding trick, we have Z(M)n+1 = Cn+1 ⊠Dn+1. Then we obtain

Cn+1 ⊠Z(Dn)n+1 = Cn+1 ⊠Dn+1 ⊠Dn+1 = Z(M)n+1 ⊠Dn+1.

(⇐). It is quite obvious because Cn+1 is clearly Morita equivalent to the left side of (2.2.8), and Dn+1 is
Morita equivalent to the right side of (2.2.8), as illustrated in the following picture.

Mn
1 Mn

2

Cn+1 Dn+1

Cn+1 ⊠Z(P)n+1

Dn+1 ⊠Z(Q)n+1

□
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We denote by MCn(Cn+1) the set of Morita classes of gapped (necessarily type-I) boundaries of a non-
chiral simple topological order Cn+1. For simplicity, we set MCn :=MCn(1n+1). Let Mn be a gapped boundary
ofCn+1. We denote the associated equivalence class by [Mn]. Stacking topological orders gives a well-defined
map:

MCn(Bn+1)×MCn(Cn+1)
⊠
−→MCn(Bn+1 ⊠Cn+1)

([Xn], [Mn]) 7→ [Xn ⊠Mn].

When Bn+1 = 1n+1, this map defines a MCn-action on MCn(Cn+1). When Bn+1 = Cn+1 = 1n+1, this map
defines an associative and commutative multiplication on MCn.

Theoremph 2.2.24 ([KW14]). MCn = (MCn,⊠, [1n]) is an abelian group and [Xn]−1 = [Xn] for any anomaly-
free Xn. □

Remark 2.2.25. When n = 3, MC3 is precisely the usual Witt group [DMNO13]. Therefore, MCn for n > 3
can be viewed as higher Witt groups. ♦

The following result is essentially a slightly refined reformulation of (1)⇔(3) part of Proposition 3.13 in
[KZ24] (see Theorem 2.4.5 and 2.4.6 and also Theoremph 3.3.13), and first appeared (but formulated slightly
differently but equivalently) in Theoremph 3.2.13 in the first version of this paper, and was independently
obtained a few months later in the third version of [LYW23].

Theoremph 2.2.26. For a non-chiral simple topological order Cn+1, the MCn-action on MCn(Cn+1) is free
and transitive, i.e., MCn(Cn+1) is a MCn-torsor. (A mathematical reformulation of this result can be found
in Theorem 2.2.42.) □

Proof. Let Mn and Nn be two gapped boundaries of Cn+1. We set Xn := Mn ⊠Cn+1 Nn. Since Mn ⊠Mn is
connected to Cn (i.e. the trivial 1-codimensional topological defect in Cn+1) by the gapped domain wall
Mn−1 (recall Example 2.1.7: Mn−1 is the trivial 1-codimensional topological defect in Mn), then

Nn

NnMn

Nn−1
Mn−1

Cn

Mn Xn =Mn ⊠Nn

Cn+1

Cn

Mn−1 ⊠Cn Nn−1 defines a gapped domain wall between
Mn ⊠Xn =Mn ⊠ (Mn ⊠Cn+1 Nn) = (Mn ⊠Mn)⊠Cn+1 Nn

and Cn ⊠Cn+1 Nn = Nn.

Therefore, Nn and Mn ⊠Xn are Morita equivalent. □

Remark 2.2.27. Once we give a coordinate system Cn+1 = Z(B)n+1, then MCn(Cn+1) is equipped with a
natural coordinate given by the bijection MCn→MCn(Cn+1) defined by [Xn] 7→ [Xn ⊠Bn]. ♦

Once we adapt the new notion of a topological order, certain things discussed in Section 2.1 need slight
modifications. We postpone the discussion to the next subsubsection after we introduce the notion of a
multi-fusion n-category.

2.2.5 Multi-fusion n-categories

Definition 2.2.28. A multi-fusion n-category, or an E1-multi-fusion n-category, is a condensation complete
monoidal n-category A such that ΣA is a separable (n+ 1)-category. It is called indecomposable if it is not a
direct sum of two multi-fusion n-categories. It is called a fusion n-category if 1A is simple. □

Remark 2.2.29. The notion of a (multi-)fusion 2-category was first introduced by Douglas and Reutter in
[DR18]. That of a (multi-)fusion n-category was first introduced by Johnson-Freyd in [JF22]. Here we follow
an approach given in [KZ22b]. ♦
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Example 2.2.30. The separable 2-category 2VecG introduced in Example 2.2.7 has an obvious structure of
fusion 2-category with the tensor product defined by Vecg ⊗ Vech = Vecgh for g, h ∈ G and the tensor unit
defined by Vec1. The separable 2-category 2Rep(Z2) is also equipped with a structure of fusion 2-category
with the (non-trivial) fusion rule given by

1c ⊗ 1c = 1c ⊕ 1c .

The separable 2-category Z1(2Rep(Z2)) is a fusion 2-category with additional fusion rules:

m⊗m= 1, mc = m⊗ 1c = 1c ⊗m, mc ⊗mc ≃ mc ⊕mc .

Example 2.2.31. The separable n-categories nRep(G), nVecG ,Z1(nVecG) introduced in Example 2.2.8 are ex-
amples of fusion n-categories. An indecomposable multi-fusion n-category A can be easily constructed from
two separable n-categories S1 and S2 as

A= Fun(S1 ⊕ S2,S1 ⊕ S2) =
�

Fun(S1,S1) Fun(S1,S2)
Fun(S2,S1) Fun(S2,S2)

�

.

A separable n-category is a finite direct sum of indecomposable ones. An indecomposable separable
n-category S is illustrated by the following connected diagram (connected by 1-morphisms).

a

homS(a,a)

��
homS(a,b)

,, b

homS(b,b)

��

homS(b,a)

ll ∀a, b ∈ S. (2.2.9)

Note that homS(a, a) and homS(a, a) are indecomposable multi-fusion (n−1)-categories, which define phys-
ically the categories of topological defects on the gapped boundaries labeled by a and b, respectively. Since
a and b are connected, two multi-fusion (n − 1)-categories are necessarily Morita equivalent. Moreover,
homS(a, b) and homS(b, a) are precisely the invertible bimodules that define the Morita equivalence. Physi-
cally, homS(a, b) and homS(b, a) are the category of wall conditions of gapped domain walls between a and
b. In particular, we have the following monoidal equivalence:

homS(b, b)≃ FunhomS(a,a)op(homS(a, b), homS(a, b)). (2.2.10)

The physical meaning of this fact is illustrated in Figure 7, in which two gapped boundaries An+1 and Z(1)(L)
of the same non-chiral topological order Z(A)n+2 are connected by a gapped domain wall Ln. By the functo-
riality of the boundary-bulk relation, we have Z(1)1 (L) := FunAop(L,L). By replacing b by b⊕ c in (2.2.10),
we obtain a new equivalence:

homS(b, c)≃ FunhomS(a,a)op(homS(a, b), homS(a, c)), (2.2.11)

which simply says that, ∀a ∈ S, we have

S= ΣhomS(a, a)≃ RModhomS(a,a)(nVec). (2.2.12)

This result provides a convenient and useful characterization of the delooping.

Theorem 2.2.32 ([GJF19, KZ22b]). For a multi-fusion n-category A, we have ΣA ≃ RModA((n+ 1)Vec)
and the equivalence is defined by the functor homΣA(•,−) : x 7→ homΣA(•, x).

Remark 2.2.33. If we identifyΣAwithRModA((n+1)Vec), i.e.,ΣA= RModA((n+1)Vec), then we can also
identify homΣA(•,−) with idΣA. This naive fact turns out to be very useful in the study of topological orders
because all the physical observables are encoded directly in the hom spaces inΣA instead of its objects, which
are, in priori, only abstract labels of topological defects and are not directly observable. Then the functor
homΣA(•,−) = idΣA allows us to translate abstract data of the objects in ΣA into physically observable
data. One physical application of this result is when A is a non-degenerate braided fusion (n− 1)-category.
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In this case, ΣA = RModA(nVec) can be viewed as the category of topological defects of an anomaly-free
topological order as illustrated below.

x homΣA(x , x)

1 A

y homΣA(y, y)

1 A

homΣA(1, y) = yx = homΣA(1, x)

homΣA(x , x ′)
ΣA= RModA(nVec)

x1x2

(2.2.13)

In the coordinate system ΣA= RModA(nVec), an object x ∈ ΣA (the label of a 1-codimensional topological
defect) can be identified with homΣA(1, x), i.e., the defect junction between two 1-codimensional defects
1 ∈ ΣA and x . The horizontal tensor product x ⊗1 y in ΣA is precisely the horizontal fusion of two defect
junctions homΣA(1, x) ⊠A homΣA(1, y). Moreover, a morphism f : x → x ′ induces a morphism f ◦ − :
homΣA(1, x) → homΣA(1, x ′). Therefore, f is faithfully and physically realized by vertically fusing the
defect junction homΣA(1, x ′) with homΣA(1, x). We use these facts in many physical discussions in later
sections. ♦

In a separable n-category, an object x ∈ S is simple if and only if its identity 1-morphism 1x is a simple
object in homS(x , x). In this case, homS(x , x) is a fusion (n−1)-category. When x is not simple, it represents
a composite defect or a composite boundary condition. In this case, homS(x , x) is a multi-fusion n-category.
If all direct summands in x all live in the same connected component of S, then homS(x , x) is an inde-
composable multi-fusion n-category; otherwise, homS(x , x) is a direct sum of indecomposable multi-fusion
n-category. As an illustrating example, when x = a⊕ b and a, b are simple and connected, then we have the
following decomposition (see also (2.2.9)):

homS(x , x) =
�

homS(a, a) homS(a, b)
homS(b, a) homS(b, b)

�

.

All indecomposable multi-fusion n-category is of such a matrix-type [KZ22b] as stated in details in the fol-
lowing proposition.

Proposition 2.2.34 ([KZ22b]). If A is an indecomposable multi-fusion n-category, then we have

1. A≃ ⊕p
i, j=1Ai, j , where Ai j := ei ⊗A⊗ e j and ei are simple summands of 1A, i.e. 1A = ⊕

p
i=1ei;

2. ΣA= ΣAii and Aii is a fusion n-category;

3. the canonical Aii-Akk-bimodule map Ai j ⊠A j j
A jk → Aik induced from the tensor product functor is

an equivalence;

4. the Aii-A j j-bimodule Ai j is the inverse of the A j j-Aii-bimodule A ji , i.e., [Aii] = [A j j].

Remark 2.2.35. The physical meaning of an indecomposable multi-fusion n-category A is the category of
topological defects in an n+1D type-I topological order An+1 [KWZ15]. The physical meaning of the number
of simple direct summands of the tensor unit 1A (i.e., the number p) is the ground state degeneracy of the
associated topological order An+1 defined on an n-sphere Sn. In other words, if 1A is not simple, then An+1 is
unstable, which means that by adding local perturbations the phase An+1 can flow to a stable one associated
to Aii for an i = 1, · · · , p [KWZ15]. Some 1D and 2D examples have been explicitly constructed in lattice
models (see for example [KK12, KZ22a]). A decomposable multi-fusion n-category is the category of all
topological defects in an n+1D type-II topological order. ♦

Remark 2.2.36. This definition of a multi-fusion 1-category is equivalent to the usual definition, i.e., a C-
linear monoidal 1-category satisfying the following properties.

(1) Rigidity: Every particle x has a right dual particle xR, together with a creation morphism bR
x : 1 →

xR ⊗ x and an annihilation morphism dx : x ⊗ xR → 1, satisfying some natural conditions; and a left
dual particle x L , together with a creation morphism bL

x : 1 → x ⊗ x L and an annihilation morphism
d L

x : x L ⊗ x → x , satisfying some natural conditions (see [EGNO15] for a review).
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(2) Separability: A is a separable 1-category, i.e., a finite direct sum of Vec, or equivalently, an object in
2Vec (recall Example 2.2.2).

Both properties follow immediately from the fact ΣA = RModA(2Vec) is a separable 2-category and the
fully-dualizability of 3Vec. Conversely, a multi-fusion 1-category A in the usual sense satisfies the condition
that ΣA≃ RModA(2Vec) is a separable 2-category [DR18]. ♦

Recall that the entire Section 2.1 is based on the assumption of the simpleness of the topological order
(recall Remark 2.1.1). Once we adapt the generalized notion of a topological order in Definition 2.2.15, one
result in Section 2.1 needs to be modified slightly. A topological order Cn (in the sense of Definition 2.2.15)
is called anomaly-free if Z(C)n+1 = 1n+1. We encounter a new phenomenon.

(1) If Cn is anomaly-free, then Cn is necessarily type-I. If, in addition, Cn is type-I composite, then C ̸= ΣΩC
and Z2(ΩC) is non-trivial.

(2) Both boundary-bulk relations (2.1.19) and (2.1.20) still hold for the generalized notion of a topological
order. But we encounter new phenomena worth discussion. If Cn is type-II composite, then Bn+1 =
Z(C)n+1 is type-I composite. More explicitly, assume Cn = Cn

1 ⊕C
n
2 is a 1-morphism in (n+ 1)Vec:

•
Cn

1⊕C
n
2−−−→ S1 ⊕ S2

for two indecomposable separable n-categories S1 and S2. In this case, we have

Bn+1 = Z(C)n+1 = Z(C1)
n+1 ⊕Z(C2)

n+1,

B≃ Z0(S1 ⊕ S2) =
�

Fun(S1,S1) Fun(S1,S2)
Fun(S2,S1) Fun(S2,S2)

�

,

ΩB≃ ΩZ0(S1)⊕ΩZ0(S2)≃ ΩZ0(ΣC1)⊕ΩZ0(ΣC2)≃ Z1(C1)⊕Z1(C2).

Note that the key point here is that even though Cn
1 and Cn

2 are not connected by higher morphisms in
(n+ 1)Vec, their bulks Z(C1)n+1 and Z(C2)n+1 are both non-chiral, and, therefore, as 1-morphisms in
(n+ 2)Vec, are connected by higher morphisms. In this case, we still have the bulk of a bulk is trivial,
i.e., Z(B)n+2 = 1n+2. In particular, we have Z1(B) ≃ nVec [JF22, KZ22b]. Therefore, Bn+1 is type-I
composite and anomaly-free.

Now we summarize and update results in Section 2.1 and 2.2 in the following physical theorem, which
is essentially a reformulation (with a minor refinement) of [KWZ15, Definition 2.21].

Theoremph 2.2.37. Let Cn+1 be an n+1D topological order (in the sense of Definition 2.2.15). The category
C of topological defects in Cn+1 is a multi-fusion n-category.

1. If Cn+1 is type-I, then C is an indecomposable multi-fusion n-category, and its bulk Z(C)n+2 is simple.
If Cn+1 is simple, then C is a fusion n-category.

2. If Cn+1 is anomaly-free (i.e., Z(C)n+2 = 1n+2), then Cn+1 is necessarily type-I, Z1(C) ≃ nVec and C is
an indecomposable multi-fusion n-category.

(a) If, in addition, Cn+1 is simple, then C is a simple separable n-category, i.e. C= ΣΩC, and we have
Z2(ΩC)≃ (n− 1)Vec.

(b) If, in addition, Cn+1 is type-I composite, then C ̸= ΣΩC, and ΩC is non-trivial and splits into a
direct sum. □

3. If Cn+1 is type-II, then Bn+2 = Z(C)n+2 is type-I composite and anomaly-free, and we have

gsd(Z(C)n+2) =Mult(Cn+1).

In this case, C = ⊕Mult(Cn+1)
i=1 Ci is a direct sum of indecomposable multi-fusion n-categories Ci , and

B= Z0(ΣC) is an indecomposable multi-fusion (n+1)-category, and we have ΩB≃ Z1(C)≃ ⊕iZ1(Ci).

In the rest of this work, by a (simple/composite) topological order we always means the one defined in
Definition 2.2.15.
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Example 2.2.38. We provide some examples of type-I and type-II 2+1D topological orders.

1. A 2+1D anomaly-free simple topological order is the one that satisfies the simpleness condition: the
ground state degeneracy on S1 is trivial. As we have reviewed in Section 2.1.1, an anomaly-free simple
topological order C3 can be described by a pair (C, c) or (ΩC, c), where ΩC is a non-degenerate braided
fusion 1-category and C= ΣΩC is a fusion 2-category. It can be identified with the simple object • ∈ ΣC
(or equivalently, a 1-morphism • → ΣC in 4Vec), where ΣC is a separable 3-category and an object in
4Vec.

2. For each simple object x ∈ ΣC, Ω2
xΣC is a non-degenerate braided fusion 1-category that is Witt equiv-

alent to ΩC. Moreover, ΣC is an invertible object in 4Vec. For example, if C3 is non-chiral, then
ΣC ≃ 3Vec = • ∈ 4Vec. All invertible objects arise in this way and form a abelian group which is
isomorphic to the usual Witt group [JF22].

3. Let x , y ∈ ΣC be two simple objects. We denote the 2+1D anomaly-free topological orders defined by
x , y by X3 and Y3, respectively. Both X3 and Y3 are Morita equivalent to C3. Now we consider The
direct sum x ⊕ y : • → ΣC, as a 1-morphism in 4Vec, defines a type-I composite anomaly-free 2+1D
topological order, denoted by (ΣC, x ⊕ y)3, i.e., Z(ΣC, x ⊕ y)4 = 14. Its category of topological defects
is given by the following indecomposable multi-fusion 2-category:

homΣC(x ⊕ y, x ⊕ y) =
�

homΣC(x , x) homΣC(x , y)
homΣC(y, x) homΣC(y, y)

�

.

Note that homS(x , x) = X and homS(y, y) = Y are the categories of defects in X3 and Y3, respectively.
We have the following monoidal equivalences:

Z1(homΣC(x ⊕ y, x ⊕ y))≃ Z1(X)≃ Z1(Y)≃ 2Vec,

where the first and second≃ follows from Example 2.3.26, justifying the boundary-bulk relation. How-
ever, the category of particles in (x ⊕ y)3 is given by ΩX⊕ΩY, whose Müger center is Vec⊕ Vec and
non-trivial.

The separable 2-category homΣC(x , y) = homΣC(y, x)op is precisely the category of gapped walls be-
tween X3 and Y3, and we have a monoidal equivalence

Xop ⊠ Y≃ Z0(homΣC(x , y)).

Moreover, for two gapped walls p, q ∈ homΣC(x , y) between X3 and Y3, P = Ωp homΣC(x , y) and
Q = Ωq homΣC(x , y) are the categories of topological defects on the walls a and b, respectively, as
illustrated in the following picture and diagram.

P

Q

hom(p, q)

ΩX ΩY

p

P

��
homΣC(p,q)

** q

Q

��

homΣC(q,p)

jj ∈ homΣC(x , y)

They are Morita equivalent indecomposable multi-fusion 1-categories both equipped with a braided
equivalence

ΩX⊠ΩYop ≃ Z1(P), ΩX⊠ΩYop ≃ Z1(Q),

respectively. The 0+1D domain wall homΣC(p, q) = homΣC(q, p)op is the separable 1-category uniquely
fixed by P,Q and ΩX,ΩY (see [AKZ17]).

4. Let S and T be two simple separable 3-categories. Two objects x ∈ S and y ∈ T define two 2+1D type-I
topological orders denoted by (S, x)3 and (T, y)3. Their category of topological defects are ΩxS and
ΩyT, respectively. Now we consider the direct sum of 1-morphisms x⊕y ∈ S⊕T. It defines a 2+1D type-
II topological orders, denoted by (S⊕T, x⊕ y)3. In this case, we have (S⊕T, x⊕ y)3 = (S, x)3⊕(T, y)3.
The category of topological defects in (S⊕ T, x ⊕ y)3 is given by the following (decomposable) multi-
fusion 2-category

homS⊕T(x ⊕ y, x ⊕ y)≃ homS(x , x)⊕ homT(y, y) = ΩxS⊕ΩyT.
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The bulk of (S⊕ T, x ⊕ y)3 is non-trivial and type-I composite, i.e.,

B4 = Z(S⊕ T, x ⊕ y)4 = Z(S, x)4 ⊕Z(T, y)4 ̸= 14.

We have the following (braided) monoidal equivalences:

B≃ Z0(S⊕ T) =
�

Fun(S,S) Fun(S,T)
Fun(T,S) Fun(T,T)

�

,

ΩB= ΩFun(S,S)⊕ΩFun(T,T)≃ Z1(ΩxS)⊕Z1(ΩyT),

where we have used (2.1.21), justifying the boundary-bulk relation. Note that B4 is anomaly-free in
that Z1(B)≃ 3Vec. But we have

Z2(ΩB)≃ Z2(Z1(ΩxS))⊕Z2(Z1(ΩyT))≃ 2Vec⊕ 2Vec ̸= 2Vec.

Note that, when S= T = ΣC, the bulk

B4 = Z(ΣC⊕ΣC, x ⊕ y)4 = Z(ΣC, x)4 ⊕Z(ΣC, y)4 = 14 ⊕ 14 ̸= 14

is still non-trivial and type-I composite. In this case, one can see a fundamental difference between
(ΣC, x⊕ y)3 and (ΣC⊕ΣC, x⊕ y)3, where the first one is type-I composite and the second one is type-II
composite.

All the constructions in this example generalize tautologically to higher dimensions. ♥

Remark 2.2.39. As we show in later sections, the condensations in a simple topological order Cn+1 can
produce type-I composite topological orders Dn+1 as the condensed phase and type-II composite topological
orders Mn as the gapped domain wall between Cn+1 and Dn+1. Therefore, composite topological orders
should be included in order to have a complete condensation theory (recall (2.2.6)). ♦

Remark 2.2.40. We have reviewed the theory of condensation completion physically in the spirits of [KW14,
KWZ15, KLWZZ20b] instead of the more rigorous theory by Gaiotto and Johnson-Freyd [GJF19, JF22], which
is not yet completely mathematically rigorous in the sense that no concrete model of weak n-categories is cho-
sen and certain theory of colimits in higher categories was assumed. However, Gaiotto and Johnson-Freyd’s
theory has a lot of advantages, which allow us to proceed to answer many questions that are essentially
orthogonal to higher coherence data at least at the physical level of rigor as shown in [JF22, KZ22b, KZ24].♦

Remark 2.2.41. A few physical works on condensation completion in 2+1D appeared recently [KZ22a,
XLWWC23, YWL24]. They contain some explicit calculations of the condensation completion of a few exam-
ples of 2+1D topological orders. ♦

Recall that if two topological orders are Morita equivalent, then they share the same bulk. Conversely,
if they share the same bulk, then it is not necessarily true that they are Morita equivalent because they
might be connected by a gapless domain wall. Mathematically, it is possible to find an equivalent charac-
terization of the sharing-the-same-bulk condition. The following result is a mathematical reformulation of
Theoremph 2.2.26, and is a direct generalization of similar results for fusion 1-categories [ENO11] and fusion
2-categories [Déc22].

Theorem 2.2.42. Two indecomposable multi-fusion n-categories A and B share the same E1-center, i.e.,
Z1(A)≃ Z1(B), if and only if ΣA≃ ΣB⊠ S for an invertible separable n-category S.

Proof. It follows from the same proof of ‘(1)⇔(3)’ part of [KZ24, Proposition* 3.13]. □

Remark 2.2.43. This result is essentially a special case of [KZ24, Proposition* 3.13], which is reformulated
in a slightly stronger way in Theoremph 2.4.6 but followed from the same proof. It first appeared (but
formulated differently but equivalently) in Theoremph 3.2.13 in the first arXiv version of this paper, which is
now Theoremph 3.3.13 (see also Remark 3.3.14). The current reformulation in Theorem 2.2.42 first appeared
in the third arXiv version of [LYW23], which appeared a few months later than the first arXiv version of this
paper. ♦
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a ∈ C

r ∈ R
b ∈ C

s ∈ RC2

Z(C)3

Figure 4: An anomalous topological order C2 and its bulk Z(C)3

2.3 Higher algebras

In this subsection, we explain the main idea of higher algebras in (n+ 1)Vec based on physical or geometric
intuitions.

2.3.1 Monoidal 1-categories as E1-algebras

A potentially anomalous 1+1D topological order C2 can be realized as a gapped boundary of a 2+1D topolog-
ical order Z(C)3 as depicted in Figure 4. It can have particle-like topological defects or particles for simplicity.
These particles can be fused along the unique spatial dimension. Therefore, these particles, together with
their fusion, form a fusion 1-category C [KK12], in which 1-morphisms are instantons, i.e. 0D defect in
spacetime. This result is well known. It is, however, only a part of a more complete story. We would like to
sketch some key points in this more complete story (see also [KZ22a, Remark 3.4.19 & 3.4.66]) in order to
introduce some important notions.

Consider a lattice model realization of the 2+1D topological order Z(C)3 with the gapped boundary C2.
Suppose two anyons a, b ∈ C are realized in the model at two different sites r, s ∈ R, respectively, as depicted
Figure 4. We chose the boundary line to be the real line. Recall that a particle is invariant under the action
of local operators. Therefore, it represents a subspace of the total Hilbert space that are invariant under the
net of local operators, and is more precisely defined as a superselection sector [HK64, Haa96]. The physical
configuration depicted in Figure 4 already defines a fusion product a⊗(r,s) b, which can be viewed a subspace
of the total Hilbert space. If we realize a, b in the same model but at different sites r ′, s′, then a different
fusion product a ⊗(r ′,s′) b is realized as a different subspace of a potentially different total Hilbert space19.
It means that there are infinitely many fusion products parameterized by the elements in the configuration
space {(r, s) ∈ R2 | r ̸= s}. An adiabatic move of (a, b) from (r, s) to (r ′, s′) along a path γ in the configuration
space defines a linear isomorphism:

T γa,b : a⊗(r,s) b
≃
−→ a⊗(r ′,s′) b.

In mathematical language, T γ := {T γa,b}a,b∈C : ⊗(r,s) → ⊗(r ′,s′) defines a natural isomorphism. One of the
defining properties of a topological order is the following principle:

Adiabatic Principle: if two paths γ1 and γ2 in the configuration space
{(r, s) ∈ R2 | r ̸= s} are homotopy equivalent, then T γ1 = T γ2 .

(2.3.1)

This property allows us to reduce the infinitely many fusion products ⊗(r,s) to a two homotopically inequiva-
lent fusion products ⊗ := ⊗(−1,1) and ⊗op := ⊗(1,−1). It is clear that we have a⊗op b = b⊗ a.

We have sketched only some key ideas of a complete story, which is essentially the same as the mathemat-
ical proof of the fact that an E1-algebra in the symmetric monoidal 2-category Cat1 is precisely a monoidal
1-category [SW03, Lur17, Fre17]. We have used the notation Cat1 to denote the category of 1-categories
(as objects), functors (as 1-morphisms) and natural transformations (as 2-morphisms). Cat1 is symmetric
monoidal with the tensor product given by the Cartesian product × and the tensor unit given by the cate-
gory with a single object • and a single 1-morphism 1•. The E1-algebra (or an algebra over the E1-operad)

19It depends on how one realize the defects. If we allow to introduce auxillary space localized around a site r for the realization of a
particle at r, then total Hilbert spaces are different for anyon at different sites but isomorphic via adiabatic moves.
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Figure 5: three paths in configuration space

structure on A consists of the infinitely many fusion products ⊗(r,s) that are defined in 1-dimensional space,
satisfying some natural conditions. It is different from that of a monoidal structure by definition. In Cat1,
they are equivalent due to the fact that there is no higher morphisms inCat1 to catch the information of higher
homotopy data in the E1-operad [SW03, Lur17, Fre17]. In this work, we do not distinguish the 2-category of
E1-algebras, E1-algebra homomorphisms and E1-algebra 2-homomorphisms with that of monoidal categories,
monoidal functors and monoidal natural transformations, and denote both categories by AlgE1

(Cat1). Then
the fact that A is a monoidal 1-category can be easily summarized by a compact notation A ∈ AlgE1

(Cat1).
From now on, we use the physical intuition of infinitely many fusion products freely whenever we talk about
a 1+1D topological order A2 or a monoidal 1-category A.

For A ∈ AlgE1
(Cat1), we can define the notion of a left/right A-module in Cat1, that of a module functor

and that of a module natural transformation [Bén65, Ost03a] (see [EGNO15] for a review). We denote
the 2-category of left, right, bi- A-modules in Cat1 by LModA(Cat1), RModA(Cat1)), BModA|A(Cat1),
respectively.

2.3.2 Braided monoidal 1-categories as E2-algebras

For 2+1D topological order C3, the category C of topological defects in C3 is monoidal with a tensor unit
1C = 1. Its anyons form a braided monoidal category ΩC, which is usually defined by a tensor product ⊗, a
tensor unit 11, the associators αa,b,c : a⊗(b⊗c)→ (a⊗ b)⊗c, the left unitors la : 11⊗a→ a, the right unitors
ra : a ⊗ 11 → a and the braidings isomorphisms ca,b : a ⊗ b → b ⊗ a satisfying some natural conditions. In
this subsection and the next, we reinterpret this structure in two seemingly different but equivalent ways
that are ready to be generalized to higher dimensions.

In the first way, we go back to the physical intuition provided by the lattice model realizations of a 2+1D
topological order. We mainly repeat the discussion in [KZ22a, Remark 3.4.19 & 3.4.66].

Suppose we have a lattice model realization of the 2+1D topological order C3, and suppose two anyons
a, b ∈ ΩC are realized in the model at two different sites ξ,η ∈ R2 = C, respectively, as depicted in Figure 5.
Recall that an anyon is invariant under the action of local operators. Therefore, it represents a subspace
of the total Hilbert space that are invariant under the net of local operators, which can be mathematically
defined as superselection sectors [HK64, Haa96]. This physical configuration already defines a fusion product
a⊗(ξ,η) b, which can be viewed a subspace of the total Hilbert space. If we realize a, b ∈ ΩC in the same model
but at different sites ξ′,η′, then a different fusion product a⊗(ξ′,η′) b is realized as a different subspace of a
potentially different total Hilbert space. Similar to 1+1D topological orders, it means that there are infinitely
many fusion products parameterized by the elements in the configuration space {(ξ,η) ∈ C2 | ξ ̸= η}.
An adiabatic move of (a, b) from (ξ,η) to (ξ′,η′) along a path γ in the configuration space defines an
isomorphism:

T γa,b : a⊗(ξ,η) b
≃
−→ a⊗(ξ′,η′) b.

In mathematical language, T γ := {T γa,b}a,b∈ΩC : ⊗(ξ,η) → ⊗(ξ′,η′) defines a natural isomorphism. Similar to
1+1D topological order, we have the following defining property of a 2+1D topological order:

Adiabatic Principle: if two paths γ1 and γ2 in the configuration space
{(ξ,η) ∈ C2 | ξ ̸= η} are homotopy equivalent, then T γ1 = T γ2 .

(2.3.2)
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Again Adiabatic Principle allows us to reduce the infinitely many fusion products ⊗(ξ,η) to a single fusion
product ⊗ := ⊗(−1,1) and a braiding isomorphisms ca,b defined by

a⊗ b
ca,b:=Tγ+a,b
−−−−−→ b⊗ a, γ+ := {(ei(1−t)π, ei(2−t)π) ∈ C2|t ∈ [0, 1]}.

A physical work on adiabatic moves and braided monoidal structures can also be found in [KL20].
The point of this discussion is that, instead of strictly following the matmatical definition of a braided

monoidal category, i.e. one tensor product plus braidings, we can return freely to above physical intuition
of the infinitely many fusion products ⊗(ξ,η) whenever we discuss the anyons in a 2+1D topological order.
Importantly, we have only sketched some key points of a complete story, which is essentially equivalent to
the proof of the well-known mathematical result that an E2-algebra in the 2-category Cat1 is equivalent to a
braided monoidal 1-category [SW03, Lur17, Fre17]. We denote the category of E2-algebras in Cat1 (or equiv-
alently, braided monoidal 1-categories) by AlgE2

(Cat1). Its 1-morphisms are E2-algebra homomorphisms (or
braided monoidal functors), and 2-morphisms are morphisms between two E2-algebra homomorphisms (or
braided monoidal natural transformations). Then the fact that ΩC is a braided 1-category can be simply
represented by a compact notation ΩC ∈ AlgE2

(Cat1).

In the second way, we rederive the braiding structure from the monoidal structure of BΩC. Since BΩC is
monoidal, its one point delooping B2ΩC is a well defined 3-category, a fact which is equivalent to ΩC being
braided monoidal. The 3-category B2ΩC is somtimes called a 2-tuply monoidal 1-category (a list of proposed
definitions of a weak n-category can be found in [Lei02]; see also the list in nLab). This result simply says
that the braiding structure can be replaced by the fusion product in two independent directions as illustrated
in the right half of Figure 6.

x1x2

dc

ba
aξ

b
η

ΩC

1 1

Figure 6: the idea of braiding and 2-tuply monoidal 1-category

(1) Anyon a, b ∈ ΩC can be fused along the trivial string 1 (i.e., vertically in Figure 6). We denote this
fusion product in x2-direction by a ⊗2 b. Mathematically, this fusion is precisely the composition of
two 1-morphisms a, c ∈ homC(1,1):

homC(1,1)× homC(1,1)
◦
−→ homC(1,1)

(c, a) 7→ c ◦ a = a⊗2 c.

11 is the unit of this funsion product, i.e. 11 ⊗2 a ≃ a ≃ a⊗2 11.

(2) There is another fusion product ⊗1 on ΩC defined by horizontally fusion two 1-strings in Figure 6.
Mathematically, it comes from the fusion product of BΩC.

homC(1,1)× homC(1,1)
⊗
−→ homC(1⊗ 1,1⊗ 1)≃ homC(1,1)

(a, b) 7→ a⊗1 b.

It is obvious that 11 is also the unit of the fusion product ⊗1.

Physically, it is obvious that these two fusion products are compatible with each other. It means that the
following diagram

ΩC×ΩC×ΩC×ΩC

⊗1×⊗1

��

ΩC×ΩC×ΩC×ΩC

⊗2×⊗2

��

1×τ×1oo

ΩC×ΩC

⊗2

''

δ
=⇒ ΩC×ΩC

⊗1

ww
ΩC

(2.3.3)

42

https://ncatlab.org/nlab/show/n-category


where τ is defined by (b, c) 7→ (c, b) for c, b ∈ ΩC, is commutative up to a natural isomorphism δ. Equiva-
lently, there is a natural isomorphism, for a, b, c, d ∈ ΩC,

δa,b,c,d : (a⊗1 b)⊗2 (c ⊗1 d)
≃
−→ (a⊗2 c)⊗1 (b⊗1 d). (2.3.4)

• By restricting to a special case, we obtain

a⊗2 d ≃ (a⊗1 11)⊗2 (11 ⊗1 d)
δa,11 ,11 ,d
−−−−−→ (a⊗2 11)⊗1 (11 ⊗2 d)≃ a⊗1 d. (2.3.5)

which says that two fusion products are isomorphic. If we use the physical intuition discussed in the
first way. Without loss of generality, we can set ⊗1 = ⊗(0,1) and ⊗2 = ⊗(0,i), then δa,11,11,d can be
defined physically by the isomorphism T γa,d , where γ := {(0, ei π2 (1−t)) ∈ C2|t ∈ [0, 1]}.

• By restricting to another special case, we recovers the braiding isomorphism

c1
b,c : b⊗1 c ≃ (11 ⊗2 b)⊗1 (c ⊗2 11)

δ−1
11 ,b,c,11−−−−−→ (11 ⊗1 c)⊗2 (b⊗1 11)

≃ (c ⊗1 11)⊗2 (11 ⊗1 b)
δc,11 ,11 ,d
−−−−−→ (c ⊗2 11)⊗1 (11 ⊗1 b)≃ c ⊗1 b, (2.3.6)

c2
b,c : b⊗2 c ≃ (11 ⊗1 b)⊗2 (c ⊗1 11)

δ11 ,b,c,11−−−−−→ (11 ⊗2 c)⊗1 (b⊗2 11)

≃ (c ⊗2 11)⊗1 (11 ⊗2 b)
δ−1

c,11 ,11 ,d
−−−−−→ (c ⊗1 11)⊗2 (11 ⊗1 b)≃ c ⊗2 b, (2.3.7)

where we have used the fact that 11 is the tensor unit of both ⊗1 and ⊗2. We leave it as an exercise to
prove that the isomorphism defined in (2.3.6) and (2.3.7) satisfies the axioms of a braiding.

In summary, we have sketched a proof of the fact that a 1-category A being braided monoidal if and only
if BA is well defined and monoidal, or equivalently, B2A is a well-define 3-category. In more concrete terms,
we have shown that the braiding monoidal structure of ΩC can be equivalently encoded by two fusions in
two independent directions and their compatibilities. Now we translate this compatibility into more formal
mathematical language.

Recall that the category of E1-algebras in Cat1 (i.e., monoidal 1-categories) is denoted by AlgE1
(Cat1).

Its 1-morphisms are E1-algebra homomorphisms (i.e., monoidal functors), and 2-morphisms are morphisms
between two E1-algebra homomorphisms (i.e., monoidal natural transformations). Now the fact that the
pair (⊗2, 11) endows ΩC with a monoidal structure can be represented by the following notation:

(ΩC,⊗2, 11) ∈ AlgE1
(Cat1) or ΩC ∈ AlgE1

(Cat1) for simplicity.

Moreover, AlgE1
(Cat1) is again symmetric monoidal with the same Cartesian product × and the same tensor

unit • as in Cat1. In particular, we obtain ΩC×ΩC ∈ AlgE1
(Cat1). The monoidal structure on ΩC×ΩC is

defined by the composed functor (⊗2 × ⊗2) ◦ (1 × τ × 1). Then the compatibility condition (2.3.3) simply
says that ⊗1 : ΩC × ΩC → ΩC is an E1-algebra homomorphism (or a monoidal functor). It means that
⊗1 : ΩC × ΩC → ΩC is a 1-morphism in AlgE1

(Cat1). Therefore, ⊗1 endows ΩC with a structure of an
E1-algebra in AlgE1

(Cat1). In other words, we obtain

ΩC ∈ AlgE1
(AlgE1

(Cat)). (2.3.8)

This notation is heavily loaded. It means that ΩC has two multiplication maps ⊗1 and ⊗2, and ⊗1 is a
1-morphism in AlgE1

(Cat). What we have explained in this second way is a key fact

AlgE2
(Cat1)≃ AlgE1

(AlgE1
(Cat1)).

It is a well-known mathematical result that holds in more general context [Dun88, Lur17].
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2.3.3 Em-multi-fusion n-categories

We briefly review the notion of an Em-multi-fusion n-category and some basic facts associated to it from
[KZ22b, Section 3] and [KZ24].

Definition 2.3.1. An E1-monoidal n-category A is a pair (A, BA), where BA is the one-point delooping of A.
The identity 1-morphism 1• is the tensor unit of A. By induction, an Em-monoidal n-category is a pair (A, BA)
such that BA is an Em−1-monoidal n-category. By abusing notation, we simply denote such an Em−1-monoidal
n-category by A, i.e.

A= (A, BA, B2A, · · · , BmA).

When m = 1, A is also called a monoidal n-category; when m = 2, A is also called a braided monoidal
n-category. □

Convention 2.3.2. We adapt the following convention that is compatible with Convention 2.1.13. Note that
Bm−1A is E1-monoidal and is equipped with a tensor product ⊗1; Bm−2A is E2-monoidal and is equipped
with two tensor products ⊗1,⊗2; A is Em-monoidal and is equipped with m tensor products ⊗1, · · · ,⊗m.
We always use a coordinate system (x1, x2, · · · , xn) for the n-spatial dimensions such that ⊗i is the tensor
product in the positive x i-direction for i = 1, · · · , n.

Example 2.3.3. A symmetric monoidal 1-category is an E3-algebra in Cat1. It turns out that an E3-algebra
in Cat1 is automatically E∞-monoidal because Cat1 does not have higher morphisms to distinguish higher
commutativities. If one consider symmetric monoidal 3-category Cat2 (i.e., the 3-category of 2-categories),
then E3-algebras in Cat2 that are not E∞. In this case, a monoidal 2-category is an E1-algebra in Cat2; a
braided monoidal 2-category is an E2-algebra in Cat2; a syllepitc monoidal 2-category is an E3-algebra in
Cat2; a symmetric monoidal 2-category is an E4-algebra in Cat2, which is automatically an E∞-algebra in
Cat2. In general, an En+2-monoidal n-category in Catn is automatically an E∞-algebra in Catn. ♥

Definition 2.3.4. An E0-monoidal n-category A is a pair (A,1A), where A is an n-category and 1A ∈ A

is a distinguished object. An E0-monoidal functor (A,1A) → (B,1B) is a functor f : A → B such that
f (1A) = 1B. An E0-monoidal (higher) natural transformation is a (higher) natural transformation that is
trivial on the distinguished object. We use E0Catn to denote the (n+ 1)-category of E0-monoidal categories,
E0-monoidal functors and E0-monoidal (higher) natural transformations. We set

FunE0((A,1A), (B,1B)) := homE0Catn
((A,1A), (B,1B)),

which is (not full) subcategory of Fun(A,B). We use EmCatn to denote the full (n+ 1)-subcategory E0Catn
consisting of all the iterated 1-point deloopings BmC. We set

FunEm(A,B) := FunE0(BmA, BmB).

Definition 2.3.5. For k > −m, we use Aopk to denote the Em-monoidal n-category obtained by reversing all
the k-morphisms, i.e., Bm(Aopk) = (BmA)op(k+m). We set Aop := (BmA)op1 =Aop(1−m). □

Remark 2.3.6. According to Convention 2.1.13 and 2.3.2, Aop flips the fusion product⊗1 (in the x1-direction)
to the opposite fusion product (⊗1)op defined by a(⊗1)op b := b⊗1 a. ♦

We denote by KarCatC
n the (n + 1)-category of condensation complete (or Karoubi complete) C-linear

n-categories (C-linear functors, etc) [JF22, KZ22b]. It is also a symmetric monoidal (n+1)-category [JF22].
Its tensor product, denoted by ⊠, is defined by

FunC(A⊠B,−)≃ FunC(A,FunC(B,−)),

where FunC(, ) denotes the category of C-linear n-functors. Its tensor unit is nVec := ΣnC. We denote by
EmKarCat

C
n the (n+1)-category of Em-monoidal n-categories, Em-monoidal functors, Em-monoidal (higher)

natural transformations, etc. The notion of an Em-multi-fusion n-category was introduced in [JF22]. We take
the definition from [KZ22b].
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Definition 2.3.7. An Em-multi-fusion n-categoryA is a condensation-complete C-linear Em-monoidal n-category,
i.e., A ∈ EmKarCat

C
n , such that ΣmA is a separable (n+m)-category, i.e., ΣmA ∈ (n+m+ 1)Vec. It is called

indecomposable if A is not a direct sum of two non-zero separable n-categories. If the tensor unit 1A is simple,
then A is called an Em-fusion n-category. An Em-fusion 0-category is just C. □

Example 2.3.8. We provide some useful examples.

1. If A is also E∞-monoidal, it means that ΣnA can be defined for all n. In this case, ΣnA is also E∞-
monoidal. For example, symmetric fusion 1-categories are Rep(G) or Rep(G, z) for a finite group G.
Then (n + 1)Rep(G) = ΣnRep(G) and (n + 1)Rep(G, z) = ΣnRep(G, z) are E∞-monoidal for all n.
One can equivalently define nRep(G) by nRep(G) := Fun(BG, nVec) and prove that nRep(G) ≃ Σ(n−
1)Rep(G) as a theorem [KZ24]. We treat different but equivalent definitions of nRep(G) as different
coordinate systems of nRep(G).

2. For ω ∈ Zn+2(G, U(1)), nVecωG is an E1-multi-fusion n-category [KZ24], and Z1(nVecωG ) is an E2-multi-
fusion n-category. When ω is trivial and G is abelian, nVecG is clearly a symmetric or E∞-fusion
n-category.

3. An n-groupoid is an n-category such that all morphisms are invertible. An n-group is a monoidal (n−1)-
category G such that BG is an n-groupoid. It is called finite if all homotopy groups πi(G) are finite. For
a finite n-group G, we recall some results in [KZ24].

- nRep(G) := Fun(BG, nVec) is a symmetric fusion n-category and (n+ 1)Rep(G)≃ ΣnRep(G).

- nVecG := ΩL(BG) is a fusion n-category, where L is the left adjoint functor of the forgetful functor
f : KarCatC

n+1→ KarCatn+1. ♥

When G is a finite abelian group. Let χ(G) := hom(G,C×) be the character group. We have nVecBn−1G ≃
nRep(χ(G)) and nRep(Bn−1G)≃ nVecχ(G) [KZ24].

4. Using the Ek-center for k ≥ 0 (see Definition 2.3.17), we can construct an Ek+1-multi-fusion n-category
from an Ek-multi-fusion n-category. For example, Zk(nRep(G)) is an Ek+1-multi-fusion n-category. In
this case, unfortunately, it does not generate new examples when k ≥ 3 (see (5.2.22)).

5. Another way to generate a new Ek-multi-fusion n-category from an old one C is by condensations.
More precisely, the new category is the category of Ek-modules over a condensable Ek-algebra in C

explained Section 5.2.

The following results are useful tools to determine or find new Ek-multi-fusion higher categories.

Theorem 2.3.9 ([KZ22b]). Let A be a C-linear condensation-complete Em-monoidal n-category for m ≥ 1.
If ΣA is a separable (n+ 1)-category, then A is an Em-multi-fusion n-category.

Corollary 2.3.10 ([KZ22b]). If A is an Em-multi-fusion n-category for n ≥ 1, then ΩA is an Em+1-multi-
fusion (n− 1)-category.

2.3.4 Condensable higher algebras

We have seen that an Em-multi-fusion n-category is an Em-algebra in (n+ 1)Vec. It turns out that they are
also condensable (or separable) in a sense that we want to explain now. However, the mathematical theory
of condensable (or separable) higher algebras in higher categories is very rich and highly non-trivial. It is
beyond this work. We will develop such a theory in [KZZZ25]. In this work, we only briefly sketch some
facts that are useful to later sections and provide some intuitions.

A 0-category is defined by a set. A 0-condensation is an equality between objects of a 0-category.

Definition 2.3.11 ([GJF19]). For two objects X and Y in a weak n-category C, an n-condensation of X onto
Y , denoted by X -→ Y , is a pair of 1-morphism f : X → Y and g : Y → X , together with an (n − 1)-
condensation f g -→ idY , i.e.

X -→ Y := { f : X ⇄ Y : g, f g -→ idY }

The object Y is called a condensate of X . A condensation is an n-condensation for some n. □
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Example 2.3.12. Let us unravel the definition in a few lower dimensional cases.

1. When n = 1, C is a 1-category. In this case, a 1-condensation is a pair of 1-morphisms f : X → Y and
g : Y → X such that f g = idY . As a consequence, p := g f is a idempotent, i.e. p2 = p.

2. When n= 2, C is a 2-category. A 2-condensation in C is a pair of 1-morphisms f : X → Y and g : Y → X
such that f g -→ idY is a 1-condensation, i.e. there is a pair of 2-morphism i : f g → idY and j : idY → f g
such that i j = ididY

.

(a) Let A be a multi-fusion category, and let LModA(2Vec) be the 2-category of left finite semisimple
A-modules. Note that

ΩA(LModA(2Vec)) = FunA(A,A)≃Aop (2.3.9)
♥

Let A = (A,µA,ηA) be an algebra in A, where µA : A⊗ A → A is the multiplication and ηA :
1A → A is the unit. Then M := RModA(A) ∈ LModA(2Vec). Now we would like to construct a
2-condensation A -→M when the algebra A is separable. It means that we should construct

f : A→M, g : M→A, i : f g → idM, j : idM→ f g

• f = −⊗ A : A→M defines a 1-morphism in LModA(2Vec).
• g = [A,−] : M → A is precisely the forgetful functor and is automatically a left A-module

functor, and, at the same time, the right adjoint of f .
• f g = [A,−]⊗ A is equipped with an evaluation 2-morphism

f g = [A,−]⊗ A
i=ev
−−→ idM,

i.e. evM = µM : M ⊗ A→ M , which is nothing but the right A-action on M . Note that i is a
1-morphism in FunA(M,M).

• We need a natural transformation j : idM→ [A,−]⊗A splitting i in FunA(M,M). By [KZ17,
Theorem 4.10], this condition is equivalent to the condition that A is separable algebra in A

in the usual sense, i.e., µA : A⊗ A→ A splits as A-A-bimodules.

(b) Using [GJF19, Proposition 3.1.5], a separable algebra A in Aop can be defined as A= uR◦u, where
u : A → M ∈ LModA(2Vec) extends to a 2-condensation in 2Vec and uR is the right adjoint of
u. This idea can be used to define a separable higher algebra in a higher multi-fusion categories.
We will show that elsewhere.

The precise definition of a condensable Em-algebra in an Em-multi-fusion n-category will be given else-
where. We only provide a working definition that provides some physical intuitions here. For m = 0, a
condensable E0-algebra in an E0-multi-fusion n-category (A,1A) is a pair (A,ηA), where A in an object in A

equipped with a unit morphism 1A

ηA−→ A. For m ≤ 1, roughly speaking, there is a morphism µi
A : A⊗ A→ A

of an Em-algebra that defines the multiplication in the i-th independent direction for i = 1, 2, · · · , m. All
of them are compatible in the sense that µA := µ1

A ≃ µ
i
A (see Section 4.1.1 for more discussion). It has a

right adjoint µR
A, and both µA and µR

A intertwine the m-dimensional A-actions. If µA is an n-morphism, its
right adjoint is not defined. In this case, for conveniences and physical applications, we assume that top two
morphisms form a ∗-category. In particular, the space of n-morphisms are Hilbert space and f ∗ is defined for
each n-morphisms f .20 We set µR

A = µ
∗
A. Since A plays the role of the vacuum in the condensed phase, we

need impose a stability condition of the vacuum as explained in [Kon14] for the m = 1,2 and n = 1 cases.
More explicitly, it means that µA ◦ µR

A = idA when m = 1,2 and n = 1, and it can be generalized to higher
dimensions.

Definition 2.3.13. In an Em-multi-fusion n-category A, a condensable (or separable) Em-algebra A is an Em-
algebra A equipped with an (n− 1)-condensation µA ◦ µR

A -→ idA in Mod
Em
A (A) (i.e., modules equipped with

m-dimensional A-actions explained later), where µR
A is the right adjoint of the multiplication 1-morphism

µA : A⊗ A→ A. It is called simple if the morphism ηA : 1A → A is simple for n > 1 and hom(1A, A) ≃ C for
n= 1. It is called indecomposable if A is not a direct sum of two algebras. □

20In this case, we have gR = g L = g∗ for all k-morphisms g [KWZ15, Proposition A.7].
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Example 2.3.14. When m = 1 and n = 2, above definition is the same as the notion of a separable algebra
in [Déc23b, DX24]. According to [Déc23b, DX24], the following statements are true.

1. Condensable E1-algebras in 2Vec are precisely multi-fusion 1-categories, and simple ones are fusion
1-categories, and indecomposable ones are indecomposable multi-fusion 1-categories.

2. Condensable E2-algebras in 2Vec are precisely E2-multi-fusion 1-categories or braided multi-fusion 1-
categories. Indecomposable ones are automatically simple and are E2-fusion 1-categories (or braided
fusion 1-categories).

3. Condensable E3-algebras in 2Vec are symmetric multi-fusion 1-categories, which is automatically E∞-
monoidal.

4. Condensable E2-algebras in Z1(2VecG) for a finite group G are exactly G-crossed braided multi-fusion
1-categories.

5. Let B be an E2-fusion 1-category. A braided multi-fusion 1-category A equipped with a braided functor
B→A is a condensable E2-algebra in the E2-fusion 2-category Z1(ΣB). ♥

Example 2.3.15. We give a few examples of condensable Ek-algebras in higher categories.

1. Condensable Ek-algebras in (n+ 1)Vec are precisely Ek-multi-fusion categories.

2. When G is abelian, condensable Ek-algebras in (n + 1)VecG are precisely G-graded Ek-multi-fusion
categories.

3. Condensable Ek-algebras in (n+ 1)Rep(G) in the coordinate (n+ 1)Rep(G) = Fun(BG, (n+ 1)Vec) are
precisely G-equivariant Ek-multi-fusion categories, a notion which means an Ek-multi-fusion category
A equipped with a monoidal functor G→ AutEk(A) and AutEk(A) is the category of Ek-monoidal auto-
equivalences of A.

4. A condensable E2-algebras in Z1((n+1)VecG) is precisely a G-crossed braided multi-fusion n-category
(see Example 4.2.44 (1) for a physical explanation).

We will develop the theory of condensable Em-algebras in an Em-multi-fusion category elsewhere. In this
work, we simply take it for granted that, for m≥ 1, condensable Em-algebras in (n+1)Vec are precisely Em-
multi-fusion n-categories. Indecomposable condensable Em-algebras in (n+1)Vec are Em-fusion n-categories
for m > 1 and are indecomposable multi-fusion n-categories for m = 1; simples ones are Em-fusion n-
categories for all m ≥ 1. For an Em-multi-fusion n-category A, we denote the category of condensable
Em-algebras in A by Algc

Em
(A). We denote the statement that A is a condensable Em-algebra A in A by

A∈ Algc
Em
(A). Then we also have A ∈ Algc

Em
((n+1)Vec). As we have explained in Section 2.3.2, by iterating

the same argument, we obtain
Algc

Em
(A)≃ Algc

E1
(Algc

Em−1
(A)).

Moreover, from Example 2.3.12, we see that a condensable E1-algebra A in a multi-fusion 1-category can
always be realized by an internal hom [A, A] (see Section 3.1.2 for a brief introduction of this notion). This
fact can be generalized to all condensable Em-algebras in any Em-multi-fusion n-categories. We will develop
the theory elsewhere. In this work, we simply take it for granted that all internal homs naturally constructed
are condensable higher algebras, and vice versa. A condensable E1-algebra is a direct sum of indecomposable
ones21; and a condensable Em-algebra for m> 1 is direct sum of simple ones. We also take it for granted that
the higher representation theory of condensable Em-algebras in an Em-multi-fusion n-category is compatible
with condensation completion. In particular, all the categories of Ek-modules appear in this work are assumed
to be separable. The special case for m = n = 2 was proved in [DX24]. We also want to remind readers
about Remark 1.2.8 for our assumptions on condensability or separability used throughout this work.

Remark 2.3.16. For physics oriented readers, it is helpful and harmless to ignore the subtleness in the def-
inition of separability and take it for granted that all physically natural algebras or higher monoidal cate-
gories are automatically condensable or separable and unitary. Indeed, in all pictures, when we illustrate
the physical intuitions, the unitarity is automatically assumed to avoid the framing issues. Under the unitary
assumption, the left and right duals of a topological defect x are the same, i.e., xR = x L = x∗, which should
be viewed as the anti-defect of x . ♦

21See the structure theorem of a condensable E1-algebra in a multi-fusion 1-category in Theorem 3.1.11 and a proposed structure
theorem for such algebras in a multi-fusion n-category in Remark 3.1.12.
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2.3.5 Em-center and Em-centralizer

The notion of the center of an algebraic structure is very common in both physics and mathematics. The
familiar notions of center include the center of a group G, defined by Z(G) := {z ∈ G|zg = gz,∀g ∈ G}; the
center of a C-algebra A, defined by Z(A) := {z ∈ A|za = az,∀a ∈ A}; the Drinfeld center of a fusion category;
the Müger center of a braided fusion category; the full center in 1+1D rational CFTs. The reason that they
are all called ‘centers’ because they satisfy the same universal properties (defined in different categories).

In this subsubsection, we review the definitions of and some useful results on Em-centralizer and Em-
centers from [KZ24]. For physics oriented readers, the definition is quite abstract. We suggest readers to first
focus on the results instead of the definitions.

Definition 2.3.17. ForA,B ∈ EmKarCat
C
n and a C-linear Em-monoidal functor F : A→B, the Em-centralizer

of F is the universal condensation-complete C-linear Em-monoidal n-category Zm(F) equipped with a unital
action G : Zm(F)⊠A→B, i.e. a C-linear Em-monoidal functor exhibiting the following diagram commutative
(up to equivalences).

Zm(F)⊠A
G

$$
A

F //

1Zm(F)⊠idA

::

B

For convenience, when F is clear from the context, we also denote Zm(F) by Zm(A,B). When F = idA, then
Zm(A) := Zm(idA) = Zm(A,A) defines the Em-center of A. □

Remark 2.3.18. We spell out the universal property of Zm(F)more explicitly. If X ∈ EmKarCat
C
n is equipped

with a unital action H : X⊠A→ B (i.e., exhibiting the bottom triangle in the following diagram commuta-
tive),

Zm(F)⊠A

G

��

X⊠A
H

%%

∃! f ⊠idA

OO

A

1Zm(F)⊠idA

66

1A⊠idM

::

F // B

(2.3.10)

then there is a unique C-linear Em-monoidal functor f : X→ Zm(F) rendering above diagram commutative.♦

Example 2.3.19. We want to emphasize that the diagram (2.3.10) defines the notion of a centralizer or
center in any category. In other words, any thing satisfies the universal property defined by the diagram
(2.3.10) in any (higher) categories is qualified to be called a ‘centralizer’ (or a ‘center’ for F = idA). We
explain a few well known centers in terms of Em-centers.

1. The center of a group is an E1-center in the category of sets. Note that a group can be viewed as an
E1-algebra in the category of sets.

2. The center of a C-algebra A is an E1-center in the category of vector spaces over C.

3. The Drinfeld center of a monoidal 1-category is an E1-center in the 2-category Cat1 of 1-categories (as
objects), functors (as 1-morphisms) and natural transformations (as 2-morphisms). An E1-algebra in
Cat1 is precisely a monoidal 1-category.

4. The Müger center of a braided monoidal 1-categories is an E2-center in the 2-category Cat1. An E2-
algebra in Cat1 is precisely a braided monoidal 1-category.

Remark 2.3.20. There are more general notions of centers. For example, consider an algebra A in a monoidal
1-category A. It is impossible to define the center of A within A because there is no structure of commutativity
in A. However, it is possible to define the notion of the center of A in the Drinfeld center of A [Dav10a,
KYZ21]. ♦

Example 2.3.21. For F : A→B, Z0(F) = Z0(A,B) = (Fun(A,B), F) because giving a unital action C⊠A→
B is equivalent to giving a C-linear functor C→ Fun(A,B) that maps 1C to F . ♥
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Example 2.3.22. For A ∈ Algc
E1
((n+1)Vec and M ∈ LModA((n+1)Vec), by definition, M is equipped with

a monoidal functor F : A→ Z0(M). We have

Z1(F) = Z1(A,Z0(M))≃ FunA(M,M). (2.3.11)

In fact, given a unital action X ⊠ A → Z0(M) is equivalent to giving a C-linear monoidal functor X →
FunA(M,M). The physical meaning of (2.3.11) is illustrated below.

Z(A)n+2 = Z(B)n+2

MnAn+1 Bn+1

Mn = (M, m), m ∈M,
Bop = FunA(M,M)≃ Z1(A,Z0(M)),
A= FunBop(M,M)≃ Z1(Bop,Z0(M)),

(2.3.12)

where the categories of all topological defects in two simple n+1D topological order An+1 and Bn+1 are the
fusion n-category A and B, respectively, and the gapped domain wall Mn, as we show later, can be described
by a pair (M, m), where M ∈ BModA|B((n+ 1)Vec) is the category of wall conditions and m is an object in
M specifying a wall condition. For example, when A = nVec, M ∈ (n+ 1)Vec, if F : nVec → Z0(M) is the
tensor unit of Z0(M), we obtain Z1(F)≃ Z0(M). ♥

Example 2.3.23. The notion of a morphism between two (potentially anomalous) topological orders is de-
fined by a gapped domain wall. For example, Mn in Figure 3 defines a morphism between An+1 and Bn+1.22

However, this notion only distinguish topological orders up to Morita equivalence. A more fundamental
notion of a morphism between two topological orders should distinguish them up to isomorphisms. Such
a notion was introduced [KWZ15] (see also [KWZ17] and Figure 3). For example, roughly speaking, Bn+1

in the picture in (2.3.12) defines a morphism F : An+1 → Z(M)n+1. This notion leads to a new symmetric
monoidal higher category of n+1D topological orders [KWZ15]. In this category, the bulk Z(A)n+2 of An+1 is
indeed the center of An+1. This justifies the notation of the bulk. Moreover, one can also define the notion of
centralizer in this category as in Definition 2.3.17. For example, we have Z(F)n+1 = Z(A,Z(M))n+1 = Bn+1.♥

Proposition 2.3.24. Let F : A → ΩB be a C-linear Em-monoidal functor for A ∈ EmKarCat
C
n and B ∈

Em−1KarCat
C
n . We have

Zm(A,ΩB)≃ ΩZm−1(ΣA,B). (2.3.13)

Theorem 2.3.25. Let F : A→ B be a C-linear Em-monoidal functor for A,B ∈ EmKarCat
C
n . For 0 ≤ k ≤ m,

F induces canonically a functor Σk F : ΣkA→ ΣB. We have

Zm(F) = Zm(A,B) = ΩkZm−k(Σ
kA,ΣkB) = Ωm(Fun(ΣmA,ΣmB),ΣmF). (2.3.14)

As a special case, we have

Zm(A)≃ ΩZm−1(ΣA)≃ ΩmZ0(Σ
mA)≃ Ωm Fun(ΣmA,ΣmA). (2.3.15)

Example 2.3.26. When m= 1, we obtain

Z1(A,B) = Ω(Fun(ΣA,ΣB), F)≃ FunA|B(B,B)≃ FunA|B(A,B).

Let A be an indecomposable multi-fusion n-category. By Proposition 2.2.34, we have the decomposition
A≃ ⊕i, jAi j as separable n-categories. We obtain a useful result:

Z1(A)≃ ΩZ0(ΣA)≃ ΩZ0(ΣAii)≃ Z1(Aii).

Corollary 2.3.27 ([KZ24]). If A,B ∈ Algc
Em
((n + 1)Vec) and F : A → B is C-linear Em-monoidal, then

Zm(F) = Zm(A,B) ∈ Algc
Em
((n+ 1)Vec).

Remark 2.3.28. The special cases of n = 2 and m = 0,1, 2,3 of Corollary 2.3.27 are rigorously proved
recently in [Xu24a]. ♦

22For intrigued readers, we leave it as an exercise to compute the centralizer of this morphism Mn. We will discuss it elsewhere.
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Definition 2.3.29. We introduce the following notions (as working definitions for convenience23).

1. An indecomposable E1-multi-fusion n-category A is called non-degenerate if Z1(A)≃ nVec. In this case,
for A∈ Algc

E1
(A), A is called Lagrangian if Mod

E1
A (A)≃ nVec.

2. An E2-fusion n-category B is called non-degenerate if Z2(B) ≃ nVec. In this case, for B ∈ Algc
E2
(B), B

is called Lagrangian if ModE2
B (B)≃ nVec.

Remark 2.3.30. An multi-fusion n-category C is non-degenerate if and only if C as a C-C-bimodule is closed,
i.e., the canonical monoidal functor C⊠Cop→ Fun(C,C) is an equivalence [KZ24]. The E1-center of a direct
sum of two multi-fusion n-categories is the direct sum of the E1-centers of the summands. Moreover, the E1-
center of an indecomposable multi-fusion n-category is an E2-fusion n-category. Therefore, a non-degenerate
multi-fusion n-category is automatically an indecomposable multi-fusion n-category. ♦

2.4 Center functor

In this subsection, we show that the previous boundary-bulk relation can be generalized to include gapped
domain walls. This more complete version of boundary-bulk relation can be formulated precisely in terms of
the so-called center functor [KWZ15, KZ18a, KZ24]. We show that this center functor leads us to important
new results that are useful in later sections.

2.4.1 Complete boundary-bulk relation as a center functor

We have discussed the boundary-bulk relation in Section 2.1.3. It turns out that (2.1.16) is only a part of
more complete boundary-bulk relation [KWZ15, KZ24], which is also very useful to our higher condensation
theory. We review it now. Consider the physical configuration depicted in Figure 7, in which An+1,Bn+1,Cn+1

are potentially anomalous type-I topological orders (see Remark 2.4.3 for this ‘type-I’ assumption); Mn and
Nn are gapped domain walls.

Ln MnAn+1 Bn+1 Cn+1Nn

Z(A)n+2 Z(B)n+2 Z(C)n+2

Z(1)(L) Z(1)(M) Z(1)(N)

L MA B CN

Z1(A) Z1(B) Z1(C)

Z
(1)
1 (L) Z

(1)
1 (M) Z

(1)
1 (N)

Figure 7: the functoriality of the boundary-bulk relation

The orientation of the Z(A)n+1 follows that in Figure 1 and that of An+1 is the one induced from the bulk,
and Z(A)n+2 is on the left side of An+1 if one follows the arrow on An+1, which is also the direction we fuse
1-codimensional defects in An+1. There are two different ways to look at Mn.

1. Mn is a gapped defect junction of An+1, Bn+1 and Z(1)(M)n+1.

2. When Mn is viewed as gapped domain wall between An+1 and Bn+1, it is potentially anomalous in the
sense that the n+1D topological order Z(1)(M)n+1, which can be viewed as the anomaly of Mn+1 as
a domain wall of An+1 and Bn+1, can be non-trivial. According to [KW14, KWZ15], Mn+1 uniquely
determines Z(1)(M)n+1, called the relative bulk of Mn. This fact also explains the notation. Moreover,
Z(1)(M)n+1 is also type-I. Note that the bulkZ(M)n+1 ofMn is different from the relative bulkZ(1)(M)n+1

of Mn but can be expressed in terms of the later as follows:

Z(M)n+1 = Bn+1 ⊠Z(B) Z(1)(M)n+1 ⊠Z(A) An+1,

where Z(1)(M)n+1 ⊠Z(A) An+1 represents the fusion of Z(1)(M)n+1 and An+1 along Z(A)n+2.
23We will take a more systematic approach in [KZZZ25] to define the notion of a Lagrangian Em-algebra in a non-degenerate Em-

multi-fusion n-category.
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Remark 2.4.1. In Figure 7, even when the defect junction Nn is gapless, its relative bulk Z(N)n+1 is always
gapped because any domain walls between two non-chiral topological orders Z(A)n+2 and Z(C)n+2 are nec-
essarily gappable. ♦

Theoremph 2.4.2 (Functoriality of Boundary-Bulk Relation [KWZ15]). The boundary-bulk relation, i.e.,
the assignment:

An+1 7→ Z(A)n+1, Mn 7→ Z(1)(M)n+1,

gives a well-defined functor called center functor Z : TOn+1
gp−wall→

afTOn+2
af−gp−wall, where

- TOn+1
gp−wall is the category of potentially anomalous n+1D type-I topological orders as objects and po-

tentially anomalous gapped domain walls as 1-morphisms;

- afTOn+2
af−gp−walll is the category of anomaly-free simple n+2D topological orders as objects and anomaly-

free type-I gapped domain walls as 1-morphisms.

More precisely, in the physical situation depicted in Figure 7, we have an equivalence of type-I topological
orders:

Z(1)(N)n+1 ⊠Z(B) Z(1)(M)n+1 = Z(1)(M⊠B N)n+1, (2.4.1)

where ⊠Z(B) means horizontally fuse Z(1)(M)n+1 with Z(1)(N)n+1 along Z(B)n+2. □

Remark 2.4.3. The functoriality of boundary-bulk relation for type-II topological orders is not natural (but
possible by imposing some technical conditions). We do not need it. ♦

Above result can be translated into a mathematical one. Note that the categories of topological defects
A,B,C in the type-I topological orders An+1,Bn+1,Cn+1, respectively, are indecomposable multi-fusion n-
categories. Let M be a A-B-bimodule and N a B-C-bimodule.

Theorem 2.4.4 ([KWZ15, KZ24]). The following assignment (see Figure 7):

A 7→ Z1(A), AMB 7→ Z(1)1 (M) := FunA|B(M,M) (2.4.2)

defines the so-called center functor Z1 : MFusind
n →

ndgBFuscl
n , where

- MFusind
n is the symmetric monoidal 1-category of indecomposable multi-fusion n-categories as objects

and the equivalence classes of non-zero separable bimodules as 1-morphisms;

- ndgBFuscl
n is the symmetric monoidal 1-category of non-degenerate braided fusion n-categories as ob-

jects and the equivalence classes of closed multi-fusion B-A-modules as morphisms from A to B.

In particular, this functoriality24 means that it respects the horizontal fusion:

FunB|C(N,N)⊠Z1(B) FunA|B(M,M)
≃
−→ FunA|C(M⊠B N,M⊠B N) (2.4.3)

g ⊠Z1(B) f 7→ f ⊠B g.

It turns out that this center functor Z1(−) is a consequence of a simpler center functor Z0 : Sepind
n+1 →

ndgFuscl
n+1 [KZ24].

- The domain category Sepind
n+1 is the symmetric monoidal 1-category of indecomposable separable (n+1)-

categories, i.e., ΣA for an indecomposable multi-fusion n-category, as objects and the equivalence
classes of non-zero C-linear functors as 1-morphisms.

- The codomain category ndgFuscl
n+1 is the symmetric monoidal 1-category of non-degenerate fusion (n+

1)-categories as objects and the equivalence classes of pairs (M, X ) as morphisms fromA toB, whereM
is a closed A-B-bimodule and X is a non-zero object of M. Two pairs (M, X ) and (N, Y ) are equivalent
if there is a C-linear bimodule equivalence F : M→N such that F(X )≃ Y .

24This functoriality is stronger than the weak notion of a lax functor. This is a manifestation of an interesting physical principle, which
will be discussed elsewhere.
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The tensor product is given by ⊠. The center functor Z0 : Sepind
n+1→

ndgFuscl
n+1 is defined by

ΣA 7→ Z0(ΣA) = Fun(ΣA,ΣA), (ΣA
F
−→ ΣB) 7→ Z(1)0 (F) := (Fun(ΣA,ΣB), F), (2.4.4)

and is symmetric monoidal. The center functor Z1 is simply a consequence of the center functor Z0 because
the delooping functors

Σ : MFusind
n → Sepind

n and Σ : ndgBFuscl
n →

ndgFuscl
n (2.4.5)

are symmetric monoidal equivalences. More explicitly, we illustrate the relation between the Z0-functor and
the Z1-functor in the following diagrams:

A
� Z1 //

Σ≃
��

Z1(A)

Σ≃
��

ΣA
� Z0 // Z0(ΣA),

AMB
� Z

(1)
1 //

_

��

FunA|B(M,M)
_

��
FM

� Z
(1)
0 // (Fun(ΣA,ΣB), FM),

(2.4.6)

where FM := −⊠A M ∈ Fun(ΣA,ΣB).

2.4.2 Measure non-surjectivity and non-fully-faithfulness

It turns out that the deviations of the Z0-functor (or the Z1-functor) from being essentially subjective, full and
faithful are very important in the study of topological orders. In the proof of Proposition* 3.13 in [KZ24],
we actually proved that invertible separable higher categories precisely measure the non-surjectivity and
non-fully-faithfulness of the center functor, a result which is a slightly refinement of the original statement
of Proposition* 3.13 in [KZ24]. We state it more explicitly below.

Theorem 2.4.5 ([KZ24]). We denote the full subcategory of (n+1)Vec consisting of invertible objects (i.e.,
invertible separable n-categories) by (n+ 1)Vec× and denote its underlying group by BrPic(nVec).

(1) Z0 : Sepind
n−1 →

ndgFuscl
n−1 is ‘essentially surjective’ up to invertible separable n-categories in the sense

that

(a) X ∈ ndgFuscl
n−1 if and only if ΣX ∈ (n+ 1)Vec×;

(b) X ∈ Z0(Sepind
n−1) if and only if ΣX≃ nVec ∈ (n+ 1)Vec×.

(2) Z0 : Sepind
n → ndgFuscl

n is ‘full’ up to invertible separable n-categories in the sense that, for any 1-

morphism Z0(S)
(X,x)
−−−→ Z0(S′) in ndgFuscl

n and S,S′ ∈ Sepind
n , there exists a U ∈ (n + 1)Vec× and a

C-linear functor S
F
−→ S′ such that X≃ Z0(F)⊠U.

(3) Z0 : Sepind
n+1 →

ndgFuscl
n+1 is ‘faithful’ up to invertible separable n-categories in the sense that any two

1-morphisms F, G ∈ Fun(S,S′) for S,S′ ∈ Sepind
n+1 share the ‘same’ image, i.e., Z(1)0 (F) ≃ Z(1)0 (G), if and

only if there exists a V ∈ (n+ 1)Vec× such that G(−)≃ F(−)⊠V.

The proof of Theorem 2.4.5 is identical to that of Proposition* 3.13 in [KZ24]. We do not repeat it here.
Instead, we provide a physical proof of this result reformulated in terms of the Z1-functor below.

Theorem 2.4.6 ([KZ24]). For readers convenience, we rewrite above theorem in terms of the Z1-functor
based on the relation (2.4.6). See Figure 7 for the associated physical configuration.

(1) Z1 : MFusind
n−2→

ndgBFuscl
n−2 is ‘essentially surjective’ up to invertible separable n-categories, i.e.,

(a) C ∈ ndgBFuscl
n−2 if and only if Σ2C ∈ (n+ 1)Vec×;

(b) C ∈ Z1(MFusind
n−2) if and only if Σ2C≃ nVec ∈ (n+ 1)Vec×.

(2) Z1 : MFusind
n−1 →

ndgBFuscl
n−1 is ‘full’ up to invertible separable n-categories, i.e., for any 1-morphism

K : Z1(A)→ Z1(B) in ndgBFuscl
n−1 and A,B ∈MFusind

n−1, there exists a U ∈ (n+1)Vec× and a non-zero

M ∈ BModA|B((n+ 1)Vec) such that ΣK≃ ΣZ(1)1 (M)⊠U.
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(3) Z1 : MFusind
n →

ndgBFuscl
n is ‘faithful’ up to invertible separable n-categories. That is, two 1-morphisms

AMB,ANB for A,B ∈ MFusind
n share the ‘same’ image, i.e., Z(1)1 (M) ≃ Z(1)1 (N), if and only if there

exists an V ∈ (n+ 1)Vec× such that N ≃M⊠V.

In the special case A = B = nVec, two separable n-categories M and N share the same center, i.e.,
Z0(M)≃ Z0(N), if and only if there exists a V ∈ (n+ 1)Vec× such that N ≃M⊠V.

Proof. We provide a physical proof here. The proof of (1) is obvious. The proof of (2) is precisely given by
that of Theoremph 2.2.26. Now we give a proof of (3). Look at the first picture in Figure 7. Note that stacking
Mn with an anomaly-free nD topological order Tn followed by a condensation within Mn⊠Tn do not change
anything around the defect junction. In particular, Z(1)(M)n+1 remains intact. Moreover, if a replacement
of the junction Mn by a new junction Nn leave its neighborhood intact, then, by Theoremph 2.2.26, it is
necessary that N ≃M⊠V for V ∈ (n+ 1)Vec×. □

Remark 2.4.7. The (2)-part of Theorem 2.4.6 first explicitly appeared (but formulated differently but equiv-
alently) in Theoremph 3.2.13 in the first version of this paper (see also Theoremph 2.2.26 and 3.3.13 in this
version). It also appeared later in the third version of [LYW23] and was formulated as in Theorem 2.2.42.♦

Corollary 2.4.8. This corollary is essentially the Example 3.14 in [KZ24]. There is no non-trivial invertible
separable n-category only n = 0, 1,2. For n = 0, 1, Z0 : Sepind

n → ndgFuscl
n is a symmetric monoidal equiva-

lence; for n= 2, it is fully faithful; for n= 3, it is faithful but neither full nor essentially surjective; for n> 3,
Z0 is neither essentially surjective nor full nor faithful.

Remark 2.4.9. Theorem 2.4.4, 2.4.5 or 2.4.6 are important in that it can lead us to many new results. For
example, for A ∈MFusind

n−1, we have an exact sequence of group homomorphisms:

1→ BrPic(nVec)A ,→ BrPic(nVec)
A⊠−
−−→ BrPic(A)

Z
(1)
1−−→ AutE2

0 (Z1(A))→ 1.

- We denote the group of the invertible A-A-bimodules by BrPic(A). We define BrPic(nVec)A := {V ∈
BrPic(nVec)|A⊠V≃A} to be the stabilizer subgroup of BrPic(nVec).

- Note that the group of the invertible objects in ΣZ1(A) is naturally embedded in that of the braided
auto-equivalences of Z1(A). We denote its image by AutE2

0 (Z1(A)).

A detailed study of this topics and its relations to minimal modular extension (see [KZ24, Section 4.3]) will
be given elsewhere. ♦

The center functor Z : TOn+1
gp−wall →

afTOn+2
af−gp−wall is neither full nor faithful in general. However, the

center functor Z can be modified to give a full functor if we enlarge the domain category TOn+1
gp−wall to TOn+1

wall

by allowing the 1-morphisms Mn and Nn to be gapless. Indeed, for a generic type-I gapped domain wall Kn+1

between Z(A)n+2 and Z(B)n+2, the associated defect junction Mn is gapless in general (see the first picture
in (2.4.7)).

- According to [KZ18b, KZ20, KZ21], Mn is holographically dual (via topological Wick rotation) to a pair
(Tn+1,Xn), where Tn+1 is an anomaly-free n+1D simple topological order and Xn is a gapped defect
junction among An+1 ⊠Tn+1, Kn+1 and Bn+1, as illustrated below.

An+1 Bn+1

Z(A)n+2 Z(B)n+2

Mn

Kn+1

topological Wick rotation
←−−−−−−−−−−−−−−→

An+1 ⊠Tn+1 Bn+1

Z(A)n+2 Z(B)n+2

Xn

Kn+1

(2.4.7)

Note that the gapped wall Kn+1 is necessarily Morita equivalent to An+1⊠Tn+1⊠Bn+1 for an anomaly-
free Tn+1.

- Alternatively, using Theoremph 2.2.26, one can always find the anomaly-free topological order Tn+1,
which is unique up to Morita equivalences, such that Kn+1 is Morita equivalent to An+1⊠Tn+1⊠Bn+1.
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This result, together with Theorem 2.4.5 and 2.4.6, leads us to the following result, which is useful in later
sections.

Theoremph 2.4.10. The map Z(1) : Xn 7→ Z(1)(X)n+1 (or equivalently, A⊠TXB 7→ FunA⊠T|B(X,X)) defines a
one-to-one correspondence between:

(1) (A⊠ T)-B-bimodules modulo the equivalence relation: X∼ Y if Y≃ X⊠V for V ∈ (n+ 1)Vec×;

(2) type-I gapped walls between Z(A)n+2 and Z(B)n+2 in the Morita class [An+1 ⊠Tn+1 ⊠Bn+1].

The wall is simple if and only if the associated (A⊠ T)-B-bimodule is indecomposable. When Bn+1 = 1n+1,
the slightly modified map25

Xn 7→ Z(1)(X)n+1 or equivalently A⊠TX 7→ FunA⊠T(X,X)op (2.4.8)

defines a one-to-one correspondence between left (A⊠ T)-modules modulo the equivalence relation ∼ and
gapped boundaries of Z(A)n+2 in the Morita class [An+1 ⊠Tn+1]. □

Remark 2.4.11. Note that the n = 1 case of Theoremph 2.4.10 recovers the well-known one-to-one cor-
respondence between left indecomposable A-modules and simple gapped boundaries of the 3D non-chiral
simple topological order Z(A)3 [KK12, DMNO13, Kon14]. For n ≥ 1, it provides a powerful tool to classify
gapped boundaries ofZ(A)n+2 (or Lagrangian E1- or E2-algebras, see Corollary 3.3.36 and Corollary 4.2.23).♦

Remark 2.4.12. Note that it is possible that X ≃ X⊠ V for V ∈ (n+ 1)Vec×. For example, when A = T =
B = nVec, consider V ∈ (n+ 1)Vec× such that V⊠m ≃ nVec (e.g., (ΣIs)⊠16 ≃ 3Vec). We set X := ⊕m−1

i=0 V⊠i .
Then we have X⊠V≃ X. ♦

Corollary 2.4.13. When A is a fusion n-category and is connected as a separable n-category, i.e., A= ΣΩA,
there is a one-to-one correspondence between

(1) braided monoidal functors ΩA→ O for a non-degenerate braided fusion (n− 1)-category O;

(2) simple gapped boundaries of Z(A)n+2.

Moreover, the Morita class of the boundary is precisely the Morita class [A⊠ΣOop].

Proof. Let T be a non-degenerate fusion n-category T. An indecomposable left A⊠ T-module is again inde-
composable as a separable n-category, i.e., ΣQ for a random choice of fusion (n− 1)-category Q within the
same Morita class. Therefore, an indecomposable left A ⊠ T-module ΣQ, which is defined by a monoidal
functor A⊠ T → Z0(ΣQ) ≃ ΣZ1(Q), determines a braided monoidal functor ΩA⊠ΩT → Z1(Q), which fur-
ther induces a braided monoidal functor ΩA→ Z2(ΩT,Z1(Q)) by the universal property of the E2-centralizer,
where Z2(ΩT,Z1(Q)) is non-degenerate as a braided fusion (n− 1)-category.

Conversely, given a braided monoidal functor f : ΩA→ O for a non-degenerate braided fusion (n− 1)-
category O within the Witt class [ΩT]−1, we obtain a monoidal functor

A⊠ T
Σ f ⊠1
−−−→ ΣO⊠ T ≃ Z0(M), for some M ∈ (n+ 1)Vec,

which further defines an indecomposable A ⊠ T-module M precisely up to the equivalence relation ∼ by
Theorem 2.4.6 (3). Moreover, we have an equality of the Morita class [A⊠ T] = [A⊠ΣOop]. □

Remark 2.4.14. Although we do have an explicit formula (recall (2.4.8)) for the gapped boundary associ-
ated to the braided monoidal functor f : ΩA → O, it does not reveal the meaning of f directly. When we
identify each simple gapped boundary with a Lagrangian E2-algebra (see Corollaryph 3.3.37), we see that the
braided monoidal functor f : ΩA→ O precisely defines a Lagrangian E2-algebra in Z1(A) because we have
Z1(A)≃ Z1(ΣΩA)≃ModE2

ΩA
(nVec)op (see (4.2.12)). ♦
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Z1(ΩPA) Z1(ΩPB) Z1(ΩPC)

Z
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ΩP
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Figure 8: a relative version of boundary-bulk relation

2.4.3 Generalized center functors

In the center functor defined in Theoremph 2.4.2, the image of the functor are all non-chiral topological orders
in the bulk. In order to include all chiral topological orders, we can either allow the boundary to be gapless,
or somewhat ‘equivalently’, consider a relative version of the center functor.

Consider the physical configuration depicted in Figure 8 (a). We use Z(PA)n+2 to denote the bulk of An+1

relative to Pn+2. The notation PA does not have any extra meaning other than the pair (P,A). However, this
notation has some advantages in addition to being short. It reminds us that Pn+2 and An+1 have different
dimensions and Pn+2 acts on An+1 in some sense. Similarly, the notation ΩPA also does not have any extra
meaning other than the pair (ΩP,A). Although it might cause confusion because we also use ΩPA to repre-
sent an ΩP-enriched category only in Section 6.3.2, this confusion is harmless and is guaranteed to give the
same result by the idea of topological Wick rotation [KZ18b, KZ20, KZ21, KZ22b].

Theoremph 2.4.15. For type-I topological ordersAn+1, the assignmentAn+1 7→ Z(PA)n+2 andMn 7→ Z(1)(PM)
is functorial in the sense that the following identity holds.

Z(1)(PN)n+1 ⊠Z(PB) Z(1)(PM)n+1 = Z(1)(P(M⊠B N))n+1.

Mathematically, this amount to the following assignment (see Figure 8 (b)):

A 7→ Z1(
ΩPA) := Z2(ΩP

op,Z1(A)), M 7→ Z(1)1 (
ΩPM) := FunA⊠ΩPBop(M,M),

which defines a relative version of the center functor, well-defined due to the monoidal equivalence:

FunB⊠ΩPCop(N,N)⊠Z2(ΩPop,Z1(B)) FunA⊠ΩPBop(M,M)≃ FunA⊠ΩPCop(M⊠B N,M⊠B N).

We have not specified the (co-)domain category of this functor. We leave it to intrigued readers. □

It is possible to generalize Theorem 2.4.5 or Theorem 2.4.6 to the generalized center functor defined
in Theoremph 2.4.15. For the purpose of studying condensations in this work, however, we do not gain
any truely new result because the folding trick reduces the problem of constructing or classifying gapped
domain walls (or 1-codimensional defect condensations in later sections) between two Morita equivalent
chiral topological orders to the problem of constructing or classifying gapped boundaries of a non-chiral
topological order. More precisely, applying the folding trick to the physical configuration in the first picture
in Figure 9, followed by a topological Wick rotation (TWR), we obtain a reformulation of Theoremph 2.4.10
for chiral topological orders as summarized below.

Theoremph 2.4.16. For an anomaly-free simple n+1D topological order Tn+1, there is a one-to-one corre-
spondence between

(1) left ((A⊠ΩPBop)⊠T)-modules modulo the equivalence relation: X∼ Y if Y≃ X⊠V for V ∈ (n+1)Vec×;

(2) type-I gapped walls between two (potentially chiral) simple topological orders Z(PA)n+2 and Z(PB)n+2

in the Morita class [(B⊠P A)n+1 ⊠Tn+1]

25Flipping the orientation of Z(1)(X)n+1 is necessary for the boundary to have the orientation induced from that of the bulk.
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MnAn+1 Bn+1

Z(PA)n+2 Z(PB)n+2
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A⊠P B
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non-chiral

Z(1)(PM)

TWR
−−−→

Xn
A⊠P B⊠T

gapped

non-chiral

Z(1)(X)

Figure 9: reduce a wall to a boundary by the folding trick followed by a TWR

defined by X 7→ FunA⊠ΩPBop⊠T(X,X). The gapped wall is simple, i.e., FunA⊠ΩPBop(X,X) is a fusion n-
category, if and only if the left ((A⊠ΩP Bop)⊠ T)-module X is indecomposable. □

Remark 2.4.17. We show in Section 3.3.2 that a type-I gapped domain wall between Cn+2 and Dn+2 (more
precisely, FunA⊠ΩPBop⊠T(X,X)op) is precisely an indecomposable condensable E1-algebra in C, which defines
a 1-codimensional defect condensation from Cn+2 to Dn+2. Therefore, Theoremph 2.4.16 is also a classifica-
tion of 1-codimensional defect condensations from Cn+2 to Dn+2. ♦

Remark 2.4.18. In applications, one can choose a convenient Pn+2 in order to simplify the calculation.
For example, if we already know an example of gapped domain wall Kn+1 between Cn+2 = Z(PA)n+2 and
Dn+2 = Z(PB)n+2. We can choose Pn+2 = Cn+2, An+1 = Cn+1 and Bn+1 = Kn+1. Then we obtain a one-to-one
correspondence, defined by X 7→ FunKop⊠T(X,X), between

(1) left (Kop ⊠ T)-modules modulo the equivalence relation: X∼ Y if Y≃ X⊠V for V ∈ (n+ 1)Vec×;

(2) type-I gapped walls between two (potentially chiral) simple Cn+2 and Dn+2 in the Morita class [Kn+1⊠
Tn+1]. ♦

Remark 2.4.19. Theoremph 2.4.16 and Remark 2.4.18 provide a powerful tool to construct and classify of
1-codimensional defect condensations between two chiral topological orders in higher dimensions. Unfor-
tunately, we are not able to provide any concrete applications of this result in n+1D for n > 3 in this work
because we do not know the categorical description of any non-trivial chiral topological orders in n+1D for
n> 3. ♦

Remark 2.4.20. Theoremph 2.4.2 is enough for the purpose of including chiral topological orders in the
image of the center functor. However, it is even possible to further enlarge both the domain category and the
codomain category to obtain an even more general center functor by allowing Pn+1 to vary for different An+1,
Bn+1 and Mn or even slightly beyond that. This further generalization is essentially equivalent to allowing
An+1, Bn+1 and Mn to be gapless. Indeed, in [KZ21, Theorem 4.15], we introduced this generalized functor
for n= 2, which can be generalized to higher dimensions tautologically by restricting to only the topological
skeletons [KZ22b]. In particular, the illustrating picture of this functor in Figure 10 in [KZ22c] works for
all dimensions tautologically. Moreover, it is even possible to further generalize the center functor such that
the bulk phases Z(A)n+2 and Z(B)n+2 are also gapless [KZ22b]. We do not need these generalized center
functors in this work. We will come back to this issue elsewhere. ♦
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3 Condensations of 1-codimensional topological defects

In this section, we study the condensations of 1-codimensional topological defects. We start from reviewing
the theory of the particle condensations in 1+1D (potentially anomalous) topological orders via an algebraic
bootstrap approach [Kon14] in Section 3.1; then we redo it via a geometric approach [KS11a, FSV13]which is
ready to be generalized to higher dimensional topological orders in Section 3.2; then we provide the general
theory of the condensations of 1-codimensional topological defects for topological orders in all dimensions
in Section 3.3.

3.1 Particle condensations in 1+1D: algebraic approach

In this subsection, we briefly review the bootstrap arguments in [Kon14] that leads to the particle conden-
sation theory for potentially anomalous 1+1D topological orders.

3.1.1 Algebraic bootstrap

Consider a 1+1D (potentially anomalous) simple topological order C2 as depicted in only the spatial dimen-
sion in Figure 10. Its particles form a fusion 1-category C (recall Theoremph 2.2.37). Now we consider a
particle condensation happening in a large but connected region and producing a new 1+1D topological
order D2, whose particles form a new fusion 1-category D (see Figure 10), and two gapped domain wall M1

and M1, where M1 can be viewed as the time reversal of M. The bulk Z(C)2 remains unchanged.

M1 M1

D2C2 C2

Z(C)3 = Z(D)3

Figure 10: a condensation in the topological order C2

Since D2 is obtained from a condensation of C2, particles in D necessarily come from those in C, i.e.
ob(D) ⊂ ob(C). The hom space homC(a, b) for a, b ∈ C encodes the information of how many independent
channels of fusing or splitting a into b. It is clear that the fusion-splitting channels between particles in D

necessarily come from those between particles in C, i.e. homD(a, b) ⊂ homC(a, b). As a consequence, D is
necessarily a sub-category of C, i.e. D ⊂ C. In particular, the vacuum or the trivial particle in D is necessarily
a (composite) particle A∈ C.

A particle condensation is triggered by introducing interactions among particles. For example, for a, b ∈
D ⊂ C, the consequence of introducing interactions between particles is that a sub-Hilbert space of the Hilbert
space associated to a ⊗C b becomes energy favorable. This sub-Hilbert space gives a physical definition of
the fusion product a ⊗D b in the condensed phase D. In other words, the condensation process produces a
family of projections (called condensation maps):

a⊗C b
pa,b
−→ a⊗D b, ∀a, b ∈D.

In particular, we have the following condensation maps:

µA : A⊗C A
pA,A
−→ A⊗D A≃ A.

∀x ∈D, µL
x : A⊗C x

pA,x
−−→ A⊗D x ≃ x , µR

x : x ⊗C A
px ,A
−−→ x ⊗D A≃ x .

Moreover, since the vacuum in C should condense into the vacuum in D, we expect to have a morphism
ηA : 1C→ A. The triple (A,µA,ηA) defines an algebra or an E1-algebra in C and the triple (x ,µL

x ,µR
x) defines

an A-A-bimodule in C. Moreover, µA splits as an A-A-bimodule map due to a natural condition on the stability
of the vacuum of the condensed phase D2 [Kon14]. Namely, there exists an A-A-bimodule map eA : A→ A⊗A
such that µA◦eA = idA, which is the defining condition of a condensable (or separable) E1-algebra in C. In the
unitary case, eA can be chosen to be µ†

A and A is naturally a special †-Frobenius algebra. If dim homC(1C, A) =
1, the condensable E1-algebra A is called simple. If a condensable E1-algebra A can not be decomposed into
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a direct sum of algebras, then A is called indecomposable. In general, a condensable E1-algebra A in C is
a direct sum of indecomposable ones. We postpone the structure theorem of a condensable E1-algebra to
Section 3.1.2 after we review the notion of an internal hom.

Remark 3.1.1. As we explained in Section 2.3.1, C ∈ AlgE1
(2Vec) and there are infinite number of tensor

products ⊗(r,s) on C, which can be reduced to a single fusion product ⊗ (and ⊗op) due to the Adiabatic
Principle (2.3.1). Therefore, there is also infinitely many multiplication maps A⊗(r,s) A→ A, which endows
A with the structure of an E1-algebra in C. In this case, an E1-algebra in C is precisely an associatvie algebra
in C. We use Algc

E1
(C) to denote the category of condensable E1-algebras in C.

Similarly, the infinitely many A-action on x ∈ D: x ⊗(r,s) A→ x endows A with a structure of an E1-A-
module. In this case, an E1-A-module in C is precisely an A-A-bimodule in C. We denote the 1-category of
E1-A-modules (as objects) and E1-A-modules maps (as 1-morphisms) by Mod

E1
A (C), which can be identified

with BModA|A(C), i.e. Mod
E1
A (C) = BModA|A(C). ♦

The following bootstrap result was obtained in [Kon14] under the name of ‘1-d condensation’.

Theoremph 3.1.2. Using some obvious physical intuitions and certain stability arguements, one can easily
derive the following results.

(1) The triple (A,µA,ηA) defines a condensable E1-algebra in C.

(2) For x ∈D, the triple (x ,µL
x ,µR

x) defines an A-A-bimodule in C.

(3) D = Mod
E1
A (C), where Mod

E1
A (C) = BModA|A(C) is the category of A-A-bimodules or E1-A-modules in

C (as objects) and intertwiners (as 1-morphisms). The fusion product ⊗D can be identified with the
relative tensor product ⊗A, i.e. ⊗D = ⊗A, and 1D = A. If A= 1C, then D = C and the condensation is
called a trivial condensation.

The gapped domain wall M1 can also support particles. These particles form a separable 1-category M.
Since particles in C can fuse onto the wall from left and particles in D can fuse onto the wall from right, M is
necessarily a left C-module and a right D-module. More precisely, a left C-module is a category M equipped
with a left C-action functor ⊙ : C×M→M that is unital and associative, i.e. there exist the following natural
isomorphisms:

1C ⊙ x ≃ x , a⊙ (b⊙ x)≃ (a⊗C b)⊙ x , ∀a, b ∈ C, x ∈M,

where we have used the following notation ⊙(a, x) := a ⊙ x , satsifying some physically natural conditions
(see [EGNO15] for a review). A right D-module is similar. Moreover, the two side actions on M are obviously
commutive. This means that there are natural isomorphisms

a⊙ (x ⊙ d)≃ (a⊙ x)⊙ d, ∀a ∈ C, x ∈M, d ∈D,

satisfying some natural conditions. These data and conditions are the defining data and axioms of a C-D-
bimodule category. In summary, M is a C-D-bimodule in 2Vec. However, M does not catch the complete
information of M. The physical domain wall M must specify a particle m ∈M (as a wall condition) such that
fusing particles in C (or D) onto the wall gives a well defined map C→M defined by a 7→ a⊙m for a ∈ C,
and a well define map D→M defined by d 7→ m⊙ d for d ∈D. Therefore, the physical domain wall M can
be mathematically described by a pair (M, m). Such a pair defines a so-called E0-algebra in the symmetric
monoidal 2-category 2Vec [Lur17]. A morphsm between two E0-algebras (M, m) and (M′, m′) is a functor
f : M →M, together with a morphism g : f (m) → m′. We denote the category of E0-algebras in 2Vec by
AlgE0

(2Vec).

Remark 3.1.3. Similar to Remark 3.1.1, there are infinitely many C-action on M given by ⊙(r,s) : C×M→M

for r, s ∈ R and r ̸= s. When C = D, the category M is naturally equipped with the structure of an E1-C-
module, i.e. M ∈Mod

E1

C
(2Vec) = BModC|C(2Vec). ♦

Since the domain wall M1 is also created from a particle condensation of C2, the particles and the fusion-
splitting chanels in M should all come from C. In other words, M must be a subcategory of C. Moreover,
the condensation again produces a condensation map x ⊗ A → x ⊙ A ≃ x , which clearly defines a right
A-module structure on x . Note that an A-A-module in C is clearly a deconfined particle living in D, while a
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right A-module in C defines a particle that is necessarily confined to the domain wall. Therefore, we obtain
M = RModA(C), where RModA(C) denotes the category of right A-modules in C as objects and intertwiners
(of the A-action) as morphisms. As a consequence, we have a ⊙ x := a ⊗ x and x ⊙ d := x ⊗A d for x ∈M,
a ∈ C and d ∈ D. If we do not specify any particle in the condensed phase in D, any site in the D2-phase
naturally has the trivial particle 1D = A on it. Similarly, if we do not specify a particle on the wall M1, then
the trivial particle A naturally lives on it. Therefore, we should have M1 = (RModA(C), A).

For the other wall M1, by the similar reason, we should expect that the category of particles on this wall
is given by Mop = LModA(C). As a D-C-bimodule Mop, the action is defined by d ⊙m⊙ c := c∗ ⊙m⊙ d∗,
where we have used convention d∗ = d L = dR as in the unitary case to avoid framing issues.

We summarize the result below.

Theoremph 3.1.4 ([Kon14]). The gapped domain wall M can be mathematically characterized by the pair
(M, A), where M= RModA(C) and m ∈M.

(1) Particles in C move to the wall M according to the map a 7→ a⊗ A,∀a ∈ C;

(2) particles in D move to the wall M according to the map d 7→ A⊗A d = d,∀d ∈D.

We also have M= (Mop, A), where Mop ≃ LModA(C). □

3.1.2 Internal homs and structure theorem

These mathematical precise results rely heavily on an important categorical notion called an internal hom,
which is very important to the condensation theory and to all QFTs as well (see [Dav10a, DKR15, KYZ21]
and Remark 3.1.10). For this reason, we first review this notion (see more details in the book [EGNO15]).26

Definition 3.1.5 ([Ost03a]). Let C be a multi-fusion 1-category and M be a separable left C-module27, i.e.
a category equipped with a (unital and associative) C-action ⊙ : C×M→M. For x , y ∈M, the internal hom
[x , y]C is an object uniquely determined by the following isomorphisms:

homM(a⊙ x , y)≃ homC(a, [x , y]C), ∀a ∈ C, x , y ∈M (3.1.1)

that are natural in the variable a, i.e. the following diagram:

homM(a′ ⊙ x , y) ≃ //

− ◦ (h⊙idx )
��

homC(a′, [x , y]C)

− ◦ h
��

homM(a⊙ x , y) ≃ // homC(a, [x , y]C)

is commutative for all h : a→ a′. We sometimes abbreviate [x , y]C to [x , y] for simplicity. □

There is a distinguished morphism ev : [x , y]C ⊙ x → y in M defined by the preimage of id[x ,y]C under
the isomorphism in (3.1.1). It allows us to give an equivalent definition of the internal hom via its universal
property. Both definitions are useful and important in this work.

Definition 3.1.6. The internal hom can be equivalently defined by a pair ([x , y]C, ev), where ev : [x , y]C ⊙
x → y is a morphism in M, such that it is terminal among all such pairs. That is, given another pair (F, f ),
where F ∈ C and f : F ⊙ x → y is a morphism in M, there exists a unique morphism g : F → [x , y]C such
that ev◦(g ⊙ idx) = f . This universal property is often expressed by the following commutative diagram:

[x , y]C ⊙ x
ev

$$
F ⊙ x

∃! g⊙idx

99

f // y

(3.1.2)

where the notation ‘∃’ represents ‘exists’ and the notation ‘!’ represents ‘unique’. □
26Although it is very tempting to suggest physics oriented readers to skip this subsubsection for their first reading, we want to

emphasize that the notion of internal hom is so important and natural that it is precisely the mathematical structure needed to catch
many physical intuitions. Since it is so basic, natural and important to QFT’s, we are sure that it will become one of the most basic
concepts in physics and a powerful tool for the physicists in the next generation.

27Our assumptions on C and M guarantee the existence of the internal homs.
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Example 3.1.7. We give two most useful examples, which also tell us how to compute internal homs.

1. when M= C and ⊙= ⊗C, we have [x , y]C = y ⊗C x L;

2. when M = RModA(C) and ⊙ = ⊗C, we have [x , y]C = (x ⊗A yR)L [Ost03a]. It includes the first case
as a special case when A= 1C. ♥

Remark 3.1.8. The internal homs define an internal hom functor [−,−]C : Mop ⊗M → C, i.e. (x , y) 7→
[x , y]C. As a consequence, the isomorphisms in (3.1.1) are natural in all three variables a, x , y . Moreover,
the internal hom can be equivalently defined by stating that [x ,−] : M→ C is the right adjoint of the functor
−⊙ x : C→M. ♦

What is remarkable about the internal hom is that, by the universal property of the internal hom [x , z],
there is a distinguished morphism

[y, z]⊗C [x , y]
ev
−→ [x , z] (3.1.3)

determined by the composed morphism: [y, z] ⊙ ([x , y] ⊙ x)
id[y,z]⊗C ev
−−−−−−→ [y, z] ⊙ y

ev
−→ z and the universal

property. Moreover, we have a canonical morphism η : 1C→ [x , x] defined by 1C ⊙ x ≃ x .

Lemma 3.1.9. The triple ([x , x], ev,η) defines an E1-algebra in C; the pair ([x , y], ev), where ev : [x , y]⊗C

[x , x] → [x , y], defines a right [x , x]-module structure on [x , y]; and [x , y] is naturally a [y, y]-[x , x]-
bimodule.

Remark 3.1.10. Intenal homs play very important role in QFT’s. For example, in 1+1D rational CFT’s, all
modular-invariant bulk CFT’s, boundary CFT’s and defect or wall CFT’s are internal homs. More precisely,
given a rational vertex operator algebra (VOA) V , i.e. C = ModV is a modular tensor category (MTC)
[MS89a, Hua08]. A category of boundary conditions preserving the chiral symmetry V is defined by an
indecomposable separable left C-module M, i.e. each object in M represents a boundary condition preserving
the chiral symmetry V .

1. The 0+1D boundary CFT associated to the boundary condition x ∈ M is precisely the internal hom
[x , x]C. The algebraic structure defined by the triple ([x , x], ev,η) precisely encodes the mathematical
structure of OPE among boundary fields [FRS02, HK04, KR09, DKR15].

2. The 0D domain wall between two boundary CFT’s associated to the boundary conditions x and y is
given by the internal hom [x , y]C [FFRS07, DKR15]. The morphism defined in (3.1.3) precisely encode
the most general OPE between two fields living in two domain walls.

3. The modular-invariant bulk CFT is again the internal hom [idM, idM]Z1(C) but living in Z1(C) (i.e. the
Drinfeld center of C) [FRS02, KR09, Dav10a], where idM ∈ FunC(M,M) is the identity functor, and
FunC(M,M) is the category of C-module functors from M to M and, at the same time, a left Z1(C)-
module defined by (z ⊙ F)(−) := z ⊙ F(−) for z ∈ Z1(C) and F ∈ FunC(M,M). This internal hom
[idM, idM]Z1(C) is automatically a Lagrangian algebra in Z1(C) [KR09, DMNO13].

The following mathematical theorem tells us the basic structure of a condensable E1-algebra in a multi-
fusion 1-category A.

Theorem 3.1.11 ([KZ17]). A condensable E1-algebra A in a multi-fusion 1-category A is a direct sum of
indecomposable condensable E1-algebras, each of which is a matrix algebra. More explicitly, assume A is
indecomposable, let A= ⊕m

i=1 x i be the decomposition of the right A-module into simple ones. We have the
following results.

1. A≃ ⊕m
i, j[x i , x j];

2. the functor [x i ,−] : RModA(A)→ RMod[x i ,x i](A) is an equivalence;

3. [x i , x i] is a simple condensable E1-algebra;

4. [x i , x j] is an invertible [x j , x j]-[x i , x i]-bimodule;

5. [x j , x l]⊗[x j ,x j] [x i , x j]≃ [x i , x l] as [x l , x l]-[x i , x i]-bimodules.
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Remark 3.1.12. Up to the standard assumptions about higher n-categories and their (co)-limit theory (see
[GJF19]), the proof of this theorem in [KZ17] can be generalized to condensable E1-algebras in a multi-
fusion n-category. In this work, we simply take it for granted that condensable E1-algebras in a multi-fusion
n-category as the same structure theorem as the n= 1 case. ♦

Now we slightly generalize the bootstrap results in Theoremph 3.1.2 and Theoremph 3.1.4 for a potentially
composite topological order C2 (i.e., C is a multi-fusion 1-category).

Theoremph 3.1.13. A condensable algebra A in a multi-fusion 1-category C is a direct sum of non-zero
condensable algebras in each indecomposable summand of C.

1. C2 is type-I (i.e., C is an indecomposable multi-fusion 1-category):

(a) If A is indecomposable, then the condensed phase D2 is type-I and simple (i.e., D is a fusion
1-category), and M= RModA(C) is an indecomposable left C-module.

(b) If A is a direct sum of indecomposable ones, i.e., A= ⊕l
i=1Ai , then the condensed phase D2 is type-

I, gsd(D2) = l, and D is an indecomposable multi-fusion 1-category, which can be decomposed as
a direct sum of separable 1-categories: D= ⊕l

i, j=1 BModAi |A j
(C). The domain wall M1 = (M, A) is

of type-II and we have the decomposition of left C-modules: M= RModA(C) = ⊕l
i=1 RModAi

(C).

2. C2 is type-II (i.e., C= ⊕k
i=1Ci and Ci are indecomposable multi-fusion 1-categories):

(a) In this case, we have A= ⊕k
i=1Ai , where Ai = A∩Ci ̸= 0.

(b) The condensed phase D2 is also type-II, mult(C2)≃mult(D2), and D≃ ⊕k
i=1 BModAi |Ai

(Ci).

(c) The domain wallM1 is type-II, and we have the decomposition of leftC-modules: M= RModA(C) =
⊕k

i=1 RModAi
(Ci). □

Remark 3.1.14. Note that the number gsd(C2) is not preserved in a condensation but the number mult(C2)
is preserved. More precisely, when C2 is type-I, gsd(D2) only depends on the number of direct summands
of algebras in A. For example, by Proposition 2.2.34, we have C = ⊕m

i, jCi, j as separable 1-categories and
1C = ⊕m

i=1ei . If A= e1, then D≃ C11 and gsd(D2) = 1; if A= e1 ⊕ e2, then D≃ ⊕2
i, j=1Ci j and gsd(D2) = 2. ♦

3.1.3 Examples of particle condensations in 1+1D

Since the only simple 1+1D anomaly-free topological order is the trivial one, we provide examples of conden-
sations in an anomalous 1+1D simple topological order C2. In this case, C is a fusion 1-category. Physically,
such a condensation can be viewed either as a phase transition occurred on the gapped boundary of Z(C)3 or,
by topological Wick rotation or topological holography [KZ18b, KZ20, KZ21, KLWZZ20a, KLWZZ20b, KZ22b],
as condensation among 1+1D gapped quantum liquids.

Example 3.1.15. The topological defects on the trivial 1-codimensional topological defect in the 2+1D
Z2-gauge theory form a fusion category Z1(Rep(Z2)). By condensing simple condensable E1-algebras in
Z1(Rep(Z2)), we obtain all simple 1-codimensional topological defects, which are simple objects in the fu-
sion 2-category ΣZ1(Rep(Z2)). This fusion 2-category has six simple objects, denoted by 1,ϑ, rr, rs, sr, ss
[KZ22a] (recall Example 2.1.4).

Since Z1(Rep(Z2)) ≃ VecZ2×Z2
, the condensable E1-algebras in Z1(Rep(Z2)) are classified by subgroups

of Z2×Z2 and the corresponding cohomology groups. There are four simple objects in Z1(Rep(Z2)) denoted
by 1, e, m, f .

1. The tensor unit 1 is a condensable E1-algebra. By condensing 1 we obtain the trivial 1-codimensional
topological defect 1.

2. There are three subgroups of Z2 × Z2 which are isomorphic to Z2. Since H2(Z2; U(1)) = 0 is trivial,
there are three corresponding condensable E1-algebra 1⊕e, 1⊕m, 1⊕ f . By condensing them we obtain
the 1-codimensional topological defects rr, ss,ϑ, respectively.
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3. Since H2(Z2 ×Z2; U(1)) ≃ Z2, there are two condensable E1-algebra structures on the object 1⊕ e ⊕
m⊕ f . By condensing them we obtain the 1-codimensional topological defects rs and sr, respectively.
♥

Example 3.1.16. Recall the Ising fusion category Is in Example 2.1.4. According to [FRS02], all condensable
E1-algebras A in Is are Morita equivalent to the trivial E1-algebras 1. More explicitly, one can show that
they are the internal hom algebras: [x , x] = x ⊗ x∗,∀x ∈ Is (see Section 3.1.2 for a brief introduction
of this notion). As a consequence, we have BModA|A(Is) ≃ Is for all condensable E1-algebras A. In other
words, all particle condensations in Is along a line, which can be viewed as a boundary phase of the 2+1D
double Ising topological order, only produces the same and unique boundary phase of the 2+1D double Ising
topological order. This fact is compatible with the fact that there is only one Lagrangian algebra in Z1(Is)
[KR08, DMNO13]. ♥

Example 3.1.17. Let G be a finite group. Consider the 2+1D finite gauge theory GT3
G .

(1) It has a gapped boundary whose topological defects form the fusion 1-category Rep(G) (when G = Z2,
this is the smooth boundary of the toric code model). The classification of condensable E1-algebras in
Rep(G) is given by Ostrik [Ost03a]. A condensable E1-algebra in Rep(G) is a separable algebra A in
Vec equipped with a G-action (i.e., a group homomorphism G → Aut(A)), and it is simple if and only
if G acts on the set of primitive (minimal) central idempotents of A transitively. We give some simple
examples.

(a) When we condense A = Fun(G) in the gapped boundary associated to Rep(G), we obtain the
condensed boundary associated to BModA|A(Rep(G)) ≃ VecG , and the gapped domain wall M =
RModA(Rep(G)) ≃ Vec. When G = Z2, this condensation defines a boundary phase transition
from the smooth boundary to the rough boundary.28

(b) When we condense A= Fun(G/H) for a subgroup H ≤ G in the gapped boundary associated to
Rep(G), we obtain a condensed boundary whose boundary particles form the fusion category:

BModA|A(Rep(G))≃ Fun(VecG/H , VecG/H)
G ,

where Fun(VecG/H , VecG/H)G denotes the G-equivariantization of Fun(VecG/H , VecG/H) [XZ24].29

Now we give a general construction of simple condensable E1-algebras in Rep(G) via internal homs
in (3.1.4). By [BO04, Ost03a], an indecomposable finite semisimple left Rep(G)-module is necessarily
equivalent to Rep′(H̃), where H̃ is the central extension of a subgroup H ≤ G determined by a 2-
cohomology class [α] ∈ H2(H,C×):

1→ C×→ H̃ → H → 1

and Rep′(H̃) is the category of H̃-representations such that C× acts via the identity character. Equiv-
alently, Rep′(H̃) is equivalent to the category Rep(H,α) of α-twisted projective H-representations,
where an object in Rep(H,α) is a vector space V equipped with a map ρ : H → GL(V ) such that
ρ(g)ρ(h) = α(g, h)ρ(gh) for all g, h ∈ H. The Rep(G)-action on Rep(H,α) is defined by the usual
vector space tensor product. For V ∈ Rep(H,α), the internal hom

A(H,α)
V := [V, V ]Rep(G) = IndG

H End(V ) (3.1.4)

defines a condensable E1-algebra in Rep(G) such that ModA(H,α)
V
(Rep(G)) ≃ Rep(H,α). In particular,

it means that different choices of V define algebras in the same Morita class. Importantly, Rep(H,α)
and Rep(K ,β) are equivalent as Rep(G)-modules if and only if these two pairs (H,α) and (K ,β) are
conjugate in the sense that there exists an element g ∈ G such that gH g−1 = K and [α] = [g∗β] ∈

28According to topological Wick rotation [KZ22b], this condensation also defines the spontaneous symmetry-breaking from the sym-
metric phase to the symmetry-broken phase in the 1+1D Ising chain [KWZ22].

29According to topological Wick rotation, this condensation defines the spontaneous symmetry-breaking from the symmetric phase
to the symmetry-partially-broken (from G-symmetry to H-symmetry) phase in a 1+1D spin chain [XZ24].
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H2(H; U(1)), where (g∗β)(x , y) := β(g x g−1, g y g−1) for all x , y ∈ H. By condensing A(H,α)
V , we obtain

a condensed phase, particles on which form the fusion 1-category:

Mod
E1

A(H,α)
V

(Rep(G))≃ FunRep(G)(Rep(H,α), Rep(H,α))op ≃ Z1(Rep(G),Z0(Rep(H,α)))op.

Note that Rep(G,α) is an invertible Rep(G)-Rep(G)-bimodule. Therefore, by condensing A(G,α)
V , we

obtain the condensed phase Mod
E1

A(G,α)
V

(Rep(G))≃ Rep(G).

(2) It has another gapped boundary of GT3
G whose topological defects form a fusion category VecG (when

G = Z2, this is the rough boundary of the toric code model). A condensable E1-algebra in VecG is a
separable algebra A in Vec equipped with a G-grading, and it is simple if the trivial component Ae = C
is trivial. The simple condensable E1-algebras in VecG are given by the twisted group algebras C[H,α]
equipped with the obvious G-grading, where H ≤ G is a subgroup and α ∈ Z2(H; U(1)) is a 2-cocycle.
For χ ∈ C1(H,C×), C[H,α] and C[H,α+dχ] are isomorphic as algebras. Two E1-condensable algebras
C[H,α] and C[K ,β] are Morita equivalent if and only if the pairs (H,α) and (K ,β) are conjugate.

By applying topological Wick rotation, condensations on the gapped boundaries of GT3
G can also be viewed as

phase transitions, which are beyond Landau’s spontaneous symmetry-breaking theory, among 1+1D gapped
quantum liquids with the same onsite symmetry G [KZ22b]. ♥

Example 3.1.18 ([FS03, Ost03a, Ost03b]). Consider the fusion 1-category VecωG for a finite group G and
ω ∈ H3(G,C×). For each subgroup H ≤ G such that ω|H = 1 and ψ ∈ H2(H,C×), the twist group algebra
C[H,ψ] defines a simple condensable E1-algebra in VecωG with the G-grading supported on H. Conversely, any
simple condensable E1-algebra in VecωG is isomorphic to C[H,ψ] for some H and ψ. Two algebras C[H,ψ]
and C[H,φ] are isomorphic if and only if φ =ψ+dχ for χ ∈ C1(H,C×). Two algebras C[H,ψ] and C[K ,φ]
are Morita equivalent if two pairs (H,ψ) and (K ,φ) belong to the same conjugacy class. In other words, the
indecomposable left VecωG -modules are classified by the conjugacy classes of the pairs (H,ψ). Moreover, there
is a one-to-one correspondence between indecomposable VecωG -modules (or equivalently, the Morita classes
of simple condensable E1-algebras A in VecωG ) and Lagrangian E2-algebras in Z1(VecωG ) [DMNO13] defined
by A 7→ Z(A), where Z(A) is the full center of A [FFRS07, KR08, Dav10a]. This recovers the classification of
the Lagrangian E2-algebras in Z1(VecωG ) in [DS17]. ♥

3.2 Particle condensations in 1+1D: geometric approach

In this subsection, we provide a geometric approach towards particle condensations. The key points in this
approach had already appeared in [KS11a, FSV13]. Our presentation uses a generalization of the classi-
cal Eilenberg-Watts calculus, which is covered in Appendix A.2 and is also used in the geometric approach
towards anyon condensation theory in 2+1D.

3.2.1 Physical intuitions

We provide a physical intuition of a particle condensation. Let C2 and D2 be two Morita equivalent 1+1D
potentially anomalous type-I topological orders, i.e., C and D are indecomposable multi-fusion 1-categories.
A condensation from C2 to D2 can be achieved by

(1) first proliferating the D2-phases inside the C2-phase as illustrated below in spatial dimensions;

C2 D2 C2 D2 C2 D2 C2

M1 M1 M1 M1 M1 M1
(3.2.1)

(2) then shrinking each line segment M1 ⊠C M1 produces a particle in D2;

(3) then annihilating this particle, i.e. mapping it to the trivial particle 1D in D2.

As a consequence, the entire 1d (spatial dimension) line turn into a green line.

Notice that shrinking a green line segment in (3.2.1), i.e. M ⊠D M defines a particle A ∈ C. The step
(2) and (3) simply produces a morphism µA : A⊗C A → A. Moreover, we should have a canonical map
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ηA : 1C → A, which creates the green line out of nothing. This map makes the proliferating possible in the
first place. Since the physical meanings of 1-morphisms µA and ηA are instantons, we drew these instantons
in the following spacetime pictures.

t

x1

M M

M M

M M

(3.2.2)

Then the following identities of 1-morphisms in C:

µA ◦ (µA⊗ idA) = µA ◦ (idA⊗µA), µA ◦ (ηA⊗ idA) = idA = µA ◦ (idA⊗ηA)

holds by the obvious physical intuitions. For example, the first identity simply says that first running the
procedure (2) and (3) to a blue line the first, then running the same procedures to the blue line next to it
makes no difference to running in the opposite order. As a consequence, the triple (A,µA,ηA) should define
a condensable E1-algebra in C, which defines the fusion of two green lines into one.

Remark 3.2.1. In the unitary case, by turning the pictures in (3.2.2) upside down, we obtain the counit εA
and comultiplication ∆A = µ

†
A:

t

x1 M M

M MM M

which is co-unital and co-associative. Moreover, (A,µA,ηA,∆A,εA) defines a Frobenius algebra [KS11a,
FSV13]. Moreover, we have mA ◦∆A = idA, i.e., A is a special Frobenius algebra in C [FRS02]. ♦

A particle d ∈ D in the condensed phase D produces a particle in C by viewing the green line segment
decorated by d ∈D as a particle in C as illustrated below.

C D C D C D C

M M M M M Md

d ∈ C (3.2.3)

When d = 1D, this particle is 1D = A ∈ C. Note that A is precisely 1D viewed as an object in C because
D ⊂ C. Therefore, for general d ∈D, we expect that this particle is precisely the same particle d viewed as
an object in C. Then it is clear that procedures (2) and (3) define an A-A-bimodule structure on the particle
d ∈ C. Therefore, we have recovered the same result D= BModA|A(C).

As we have shown in Section 3.1, the gapped domain wall M1 can also support particles, which form a
separable 1-category M. First, m ∈ M, m is necessarily an object in C. Secondly, m is necessarily a right
A-module. This suggest that M= RModA(C). The fact that the green line shrink to the particle in C and the
fact that the blue line shrink to a particle in D simply suggests that

Mop ⊠C M≃D, M⊠D Mop ≃ C

as D-D-bimodule categories and C-C-bimodule categories, respectively. It means that M= RModA(C) should
be an invertible C-D-bimodule that defines the Morita equivalence between C and D = BModA|A(C). It is
indeed true as a well-known mathematical fact. It is also clear that particles from two sides of M1 move onto
the domain wall M according to a 7→ a ⊗ A and d 7→ A⊗A d for a ∈ C, d ∈D. Therefore, we have recovered
the results in Theoremph 3.1.2 and 3.1.4 via a geometric approach.

In physics, a phase transition can always go backwards by tuning the coupling constant of certain interac-
tions in the opposite direction. Particle condensations in 1+1D topological orders are also reversible. More
precisely,
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(1) one can view Figure 3.2.1 as a process of proliferating C2-phase segments inside a large D2-phase;

(2) then shrink the green line segment to a particle in C2-phase;

(3) then annihilating this particle, i.e. mapping it to the trivial particle 1C in C2.

In this way, we obtain a particle condensation in D2 that reproduces the C2-phase. In other words, by
interchanging the role played by C2 and D2, we obtain the reversed process. More precisely, by shrinking
each blue line segment M⊠C M to a particle in D2, we obtain a condensable particle in D2. More precisely,
this particle is automatically equipped with a structure of condensable E1-algebra B in D, thus defines a
particle condensation in D. Moreover, we must have C= BModB|B(D) and M= LModB(D).

3.2.2 Precise geometric theory

The physical intuitions described in Section 3.2.1 can be made mathematically precise. Now we provide the
precise mathematical foundation and calculation behind the physical intuitions discussed in Section 3.2.1.
Physically oriented readers are recommended to skip this subsubsection at least in the first reading.

Agian, the condensation from the 1+1D anomalous type-I topological order C2 to D2 can be achieved by
the following procedures.

(1) First, proliferate the D2-phases inside the C2-phase with M = (M, m) and M = (Mop, m) for some
m ∈M as illustrated in the picture (3.2.1).

(2) Secondly, shrink the black line M⊠CM to a particle in D2. By [KZ18a, Proposition 2.2.7], this particle
can be explicitly computed as the image of m⊠C m the following equivalences:

Mop ⊠C M≃ FunC(M,M)≃Dop

m⊠C m 7→ [m,−]C ⊙m (3.2.4)

where [m,−]C : M→ C is the functor defined by [m,−]C(m′) := [m, m′]C ∈ C for m′ ∈M and [m, m′]C
is the internal hom (recall Remark 3.1.8).

(3) Thirdly, map this particle in D to the trivial particle 1D ∈ D. Since Dop ≃ FunC(M,M) is defined by
d 7→ − ⊙ d, 1D is mapped to −⊙ 1D ≃ idM ∈ FunC(M,M). Therefore, mapping it to 1D is just the
canonical natural transformation between two C-module functors:

ev : [m,−]⊙m→ idM (3.2.5)

After these three procedures, the entire 1d line turn into a green line, thus defines the condensation.
Again shrinking a green line segment in (3.2.1), i.e. M⊠DM, defines a particle A∈ C, which can explicitly

computed as in the following picture.

m ∈M m ∈Mop

DC
=

A= [m, m] ∈ C

C
(3.2.6)

Mathematically, it is given by the canonical equivalence M⊠D Mop ≃ C defined by x ⊠D y 7→ [x , y]∗
C

.
Moreover, according to (3.2.4) and (3.2.5), the procedure (2) and (3) defines a morphism µA : A⊗A→ A

as the following composed map:

[m, m]⊗ [m, m]≃ [m, [m, m]⊙m]
[m,evm]−−−−→ [m, m], (3.2.7)

where the first ‘≃’ is due to the canonical isomorphism a ⊗ [x , y] ≃ [x , a ⊗ y] [Ost03a]. It turns out that
the composed map (3.2.7) coincides with the canonical morphism [m, m]⊗ [m, m]→ [m, m] defined by the
universal property of the internal hom.

We have a canonical morphism from η : 1C→ [m, m], which can be defined physically in two steps.
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1. In the first step, we simply factorizes 1C as follows:

1C

C
=

∫ D

x∈M

x ∈M x ∈Mop

DC

That is, the canonical equivalence C≃M⊠DMop maps 1C to an object
∫D

x∈M x⊠Dx inM⊠DMop, where
the integral defines a limit (called ‘end’) in the category C. In Appendix A.2, we explain this notion

as a generalization of the classical Eilenberg-Watts calculus. That 1C 7→
∫D

x∈M x ⊠D x in M⊠D Mop is
explained in Example A.2.12. Physically, it means that one can always split a black line by inserting a
green line segment, then all possible particles x ∈M, x ∈Mop are accumulating at two ends in pairs.
Such a pair of particles can be viewed as a pair of boundary conditions at the two ends of the green line
segment. By integrating all these possible boundary conditions, we simply recover the trivial particle
in C. This step is completely invertible.

2. In the second step, we define η by “projecting out” all the x-components for x ̸= m. Mathematically,

this “projection” is precisely the defining morphism
∫D

x∈M x ⊠D x → m⊠D m of the limit. It turns out
that such physically defined morphism η is precisely the one defined by the univeresal property of the
internal hom [m, m].

Example 3.2.2. It is helpful to look at a special case D = C = M. In this case, we have (see also Exam-
ple A.2.10)

∫ D

x∈M
x ⊠D x =

∫ C

x∈C
x ⊗ x∗ ≃ 1C.

If we already know that D2 and M1 are obtained from C2 by condensing a condensable E1-algebra A∈ C.
In this case, we have D= BModA|A(C), M= RModA(C), Mop = LModA(C) and M= (M, A).

1. The bulk-to-wall map C→M is a 7→ a⊗A,∀a ∈ C. It right adjoint functor is [A,−] : M→ C is precisely
the forgetful functor f : RModA(C)→ C defined by x 7→ x by forgetting the A-module structure on x .
Therefore, [A, A]C = A.

2. The d-particle in D2, as depicted in (3.2.3), becomes the particle [A, d⊗A A] = d in C. This assignment
D ∋ d 7→ d ∈ C is precisely the forgetful functor f : RModA(C)→ C.

Very importantly, what we have shown is that the data on the wall M1 = (M, m), which should be viewed
as a boundary condition, uniquely determines a condensation. This is compatible with the usual physical
intuition that a condensation can be constructed by proliferating the green line segments with a chosen
boundary condition on the wall M1. Moreover, in (3.2.6), the choice of the object m ∈ M is arbitrary. A
different choice m′ simply produces a different condensable E1-algebra A′ = [m′, m′]op, which defines a
‘new’ condensation. However, this ‘new’ condensation does not produce a new condensed phase. This is
because A and A′ are Morita equivalent, i.e. RModA(C) ≃M ≃ RModA′(C). As a consequence, we have, in
Algc

E1
(2Vec),

BModA|A(C)≃ FunC(RModA(C),RModA(C))
op ≃ FunC(RModA′(C),RModA′(C))

op ≃ BModA′|A′(C).

In other words, D is irrelevant to the choice of m ∈ M. It only depends on M as D ≃ FunC(M,M)op in
Algc

E1
(2Vec). Note that an equivalence M ≃ RModA(C) provides a way of labeling objects in M, and should

be viewed as a coordinate system on M. An equivalence M ≃ RModA′(C) provides a different coordinate
system onM (i.e. a relabeling of objects inM). Similarly, BModA|A(C) andBModA′|A′(C) provide two different
coordinate systems on D.

The reversed process, a particle condensation in the D2-phase that reproduces the C2-phase as the con-
densed phase, can also be made mathematically precise.

Theoremph 3.2.3. By shrinking the black line segment in the D2-phase, we obtain a particle in the D2-phase,
which is precisely the internal hom algebra [m, m]D ∈D as illustrated in the following picture.

m ∈Mop m ∈M

CD D
=

B = [m, m]D ∈D

D D
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By condensing B ∈D, we obtain C ≃ BModB|B(D) and M ≃ LModB(D). Particles in D move to the wall M
according to the functor B ⊗ − : D → M, and particles in C move to the wall M according to the functor
−⊗B B : C→M. □

Lemma 3.2.4. If we have already known that D= BModA|A(C) and M= (M= RModA(C), m), then

(1) B = [m, m]D = mR ⊗m ∈D;

(2) C≃ BModB|B(D) and M≃ LModB(D).

Proof. (1). It follows from homM(x ⊙ d, y) = homM(x ⊗A d, y)≃ homD(d, xR ⊗ y).
(2). Proved in [EGNO15]. The key idea is to check that the functor mR ⊗ − ⊗ m : C → BModB|B(D)

defines a monoidal equivalence. □

In summary, all data appeared in Section 3.2 become explicit and mathematically precise. It is quite
amazing that these precise data automatically make all the physical intuitions works as mathematical facts.
What is even more amazing is that this beautiful coincidenece of physical intuitions and precise mathematical
results holds in all dimensions.

3.3 Condensations of 1-codimensional defects in n+1D

The mathematical theory of 1-codimensional topological defects in higher dimensions is very similar to that
of particle condensations in 1+1D [KS11a, FSV13, CR16, Kon14]. It was included in [GJF19]more systemat-
ically as an ingredient of a mathematical theory of condensation or Karoubi completion of higher categories.
Although the physical intuitions behind this mathematical theory was briefly explained in [GJF19], some in-
teresting ingredients or results and systematic constructions of examples are still lacking. In this subsection,
we combine earlier results with other ingredients appeared later [JF22, KZ22b, KZ24] to give a rather com-
plete theory of the condensations of 1-codimensional topological defects in higher dimensional topological
orders.

3.3.1 General theory

The physical intuition of particle condensations in 1+1D potentially anomalous topological orders automati-
cally carries over to the condensations of 1-codimensional topological defects in potentially anomalous n+1D
topological orders.

Let Cn+1 be a potentially anomalous n+1D type-I topological order. The category C of topological defects
in Cn+1 is an indecomposable multi-fusion n-category (recall Theoremph 2.2.37). More explicitly, a condensa-
tion of a (composite) 1-codimensional topological defect in a potentially anomalous n+1D topological order
Cn+1 that produces a new phase Dn+1 (see Remark 3.3.1), can be achieved by

(1) first proliferating the Dn+1-phases inside the Cn+1-phase along the unique transversal direction x1 as
illustrated Figure 11, where the domain wall Mn is assumed to be gapped;

x2
x1

C

M

D

M

C

M

D

M

C

M

D

M

C

M

D

Figure 11: Condensation of 1-codimensional topological defects in Cn+1

(2) then shrinking each blue region M⊠C M to a 1-codimensional topological defect in Dn+1;
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(3) then annihilating this defect, i.e. mapping it to the trivial 1-codimensional topological defect 1D in
Dn+1.

As a consequence, the entire phase Cn+1 turn into a new phase Dn+1, which we assume to be indecomposable.

Remark 3.3.1. Such a condensation produces a new phase Dn+1 that share the same gravitational anomaly
with Cn+1 as illustrated below.

Z(C)n+2 = Z(D)n+2

Cn+1 Dn+1Mn

Therefore, one can also view this condensation as a purely boundary phase transition of Z(C)n+2. We assume
that the domain wall Mn is gapped just for convenience. One can see that if the domain wall Mn is gapless,
the argument is completely parallel. This defines a condensation of non-topological defects in Cn+1, which
is beyong the setting of this section. We postpone it to the last section. ♦

One can see that condensing a 1-codimensional topological defect in an n+1D topological order is com-
pletely parallel to that in a 1+1D topological order. We simply summarize the result below.

Theoremph 3.3.2. A condensation of a 1-codimensional topological defect in an n+1D type-I topological
order Cn+1 can be mathematically described as follows:

1. Since the condensed phase Dn+1 is condensed from C, the multi-fusion n-category D is necessarily a
sub-2-category of C. The trivial 1-codimensional topological defect 1D in D corresponds to a non-
trivial 1-codimensional topological defect A∈ C, which is precisely the defect obtained by shrinking a
green strap in Figure 11 to a 1-codimensional topological defect in Cn+1.

2. The A-defect is naturally equipped with the structure of an algebra in C with the unit 1-morphism ηA
and the multiplication 1-morphism µA defined by the following pictures in spatial dimensions30.

M M

x2
x1

M M

M M

ηA =

µA =
(3.3.1)

Since the physical meaning of a 1-morphism in C is a 2-codimensional topological defect, both ηA
and µA are defined by the 2-codimensional topological defects encircled by the dashed boxes in above
picture. It is clear that we should have the associativity and the unital “properties” of µA and ηA.
However, for n> 1, these “properties” are more than properties because higher morphisms (i.e., higher
codimensional defects) are needed as defining data. For example, we should have the following 2-
isomorphisms

µA ◦ (µA⊗ idA)
≃
−→ µA ◦ (idA⊗µA), µA ◦ (ηA⊗ idA)

≃
−→ idA = µA ◦ (idA⊗ηA).

If n = 2, these 2-isomorphisms should satisfy a pentagon condition and a triangle condition (see
[Déc23b] for a precise mathematical definitions and see also [ZLZH+23]); if n > 2, there should be a
3-isomorphism associated to each pentangon and one associated to each triangle, so on and so forth.
Our description here is mainly descriptive instead of being precise. A formal theory to take care all the
higher coherence data can be found in [Lur17]. The higher coherence data can also be more efficiently
encoded by internal homs as we show in Theorem 3.3.9. Moreover, we require such algebra to be
condensable.

30Note that pictures (3.3.1) and (3.2.2) in order to warn readers that the physical meanings of these two sets of pictures have very
different physical meanings.
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3. Similar to the particle condensations in 1+1D topological orders, 1-codimensional topological defects
in Dn+1 are precisely A-A-modules or E1-A-modules in C (see [Déc23b, ZLZH+23] for mathematical
definitions for n = 2), i.e. D = Mod

E1
A (C) (recall Remark 3.1.1), which is an indecomposable multi-

fusion n-category (i.e., Dn+1 is type-I). If A is indecomposable, then D = Mod
E1
A (C) is a fusion n-

category.

4. Mn can be described by a pair (M, m), where M is a separable n-category given by RModA(C) and
m = A is an object in M = RModA(C) representing a 1-codimensional defect on the wall. The pair
(M, m) can be viewed as an E0-algebra in (n+ 1)Vec.

5. Topological defects in Cn+1 move onto the Mn-wall according to the left bulk-to-wall map (or functor)

L := −⊗ A : C→M= RModA(C) defined by a 7→ a⊗ A. (3.3.2)

Topological defects in Dn+1 move onto the Mn-wall according to the right bulk-to-wall map (or functor)

R := A⊗A− : D→M= RModA(C) defined by d 7→ A⊗A d. (3.3.3)
□

6. Note that the right adjoint LR of the functor L = −⊗A : C→M= RModA(C) is the internal hom functor
[A,−] (see Definition 3.3.6), which, in this case, is precisely the forgetful functor f : RModA(C)→ C by
forgeting the right A-module structure, i.e.

LR = [A,−] = f.

In particular, the condensable E1-algebra can be recovered as LR(A) = [A, A] = A.

7. This condensation preserves the gravitational anomaly (recall Remark 3.3.1), i.e., Z(C)n+2 = Z(D)n+2.
In other words, Cn+1 and Dn+1 are Morita equivalent. Mathematically, it means that the indecom-
posable multi-fusion n-categories C and D are Morita equivalent, and we have the following braided
equivalence:

Z1(C)≃ Z1(Mod
E1
A (C)).

Remark 3.3.3. When Cn+1 = 1n+1, Theoremph 3.3.2 (see also Theoremph 3.3.9) is precisely a reformulation
of the layer constructions of the n+1D topological order Dn+1 from the trivial n+1D topological order 1n+1.
In this sense, general condensations can be viewed as layer constructions on a non-trivial background phase
Cn+1. Notice that such (generalized) layer constructions can only create a new phase Dn+1 that connects to
Cn+1 by a gapped domain wall. When Cn+1 = 1n+1, all non-chiral n+1D topological orders can be obtained
from the condensations of 1-codimensional topological defects in 1n+1. ♦

Then the boundary-bulk relation [KWZ15, KWZ17] immediately gives the following mathematical corol-
lary.

Corollary 3.3.4. Let C be an indecomposable multi-fusion n-category, A ∈ Algc
E1
(C), D = Mod

E1
A (C) and

M= RModA(C). We have a natural monoidal equivalence (with an illustration of its physical meaning):

Z1(C)≃ Z1(D)

C DM

φ : Mod
E1
A (C)

op ⊠Z1(C) C
≃
−→ Z0(RModA(C)). (3.3.4)

or equivalently, we have
Mod

E1
A (C)

op ≃ Z1(C,Z0(RModA(C)). (3.3.5)

Remark 3.3.5. Corollaryph 3.3.4 generalizes [DMNO13, Corollary 3.30]. When n = 2 and Z1(C) ≃ 2Vec,
taking looping on both sides and applying the formula (2.3.13) and Theorem 5.1.4, we obtain [DMNO13,
Corollary 3.30]. ♦
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Definition 3.3.6. Let A be a C-linear monoidal n-category and M be a C-linear left A-module. The internal
hom [x , y] for x , y ∈M, if exists, is defined to be the object of A representing the functor homM(−⊙ x , y) :
Aop→ CatC

n−1. That is,
homA(−, [x , y])≃ homM(−⊙ x , y). (3.3.6)

We say that M is enriched in A if [x , y] exists for all x , y ∈M. □

Remark 3.3.7. We want to point out that the equivalence (or better adjoint equivalence for physical appli-
cations) in (3.3.6) is a defining data of the internal hom. The higher isomorphisms in the definition of the
equivalence determine the higher isomorphisms in the definition of the algebraic structure on the internal
hom. ♦

Proposition 3.3.8 ([KZ24]). For a multi-fusion n-category A, every separable left A-module (i.e. a left
A-module in (n+ 1)Vec) is enriched in A.

The next result provide explicit constructions of condensable E1-algebras in C via internal homs.

Theoremph 3.3.9. Given two n+1D Morita equivalent type-I topological orders Cn+1 and Dn+1 connected
by a gapped domain wall Mn with a specified boundary condition m ∈M, i.e. Mn = (M, m).

Z(C)n+2 ≃ Z(D)n+2

Cn+1 Dn+1Mn

We have the following results.

(1) M ∈ BModC|D((n+1)Vec) and the defining bimodule structure on M induces a monoidal equivalence:

Dop ⊠Z1(C) C
≃
−→ Z0(M) = Fun(M,M); (3.3.7)

or equivalently,
Dop ≃ FunC(M,M)≃ Z1(C,Z0(M)). (3.3.8)

(2) By shrinking a Dn+1-phase strap in the Cn+1-phase, we obtain a 1-codimensional topological defect in
Cn+1, which means, in particular, M⊠D Mop ≃ C as C-C-bimodules. This 1-codimensional topological
defect in Cn+1 is given by the internal hom algebra [m, m]C in C, which is automatically a condensable
E1-algebra in C.

Cn+1

(M, m)

Dn+1

(Mop, m)

Cn+1
shrink the Dn+1-phase strap
−−−−−−−−−−−−−−−−−→ Cn+1

[m, m]C

Cn+1

We have M ≃ RMod[m,m]C(C) and D ≃ Mod
E1

[m,m]C
(C). Moreover, all condensable E1-algebras in C

arise as [m, m]C for some D,M, m. .

(3) We can reverse the process. By shrinking a Cn+1-phase strap in the Dn+1-phase, we obtain a 1-
codimensional topological defect inDn+1, which means, in particular, Mop⊠CM≃D asD-D-bimodules.
This 1-codimensional topological defect in D is given by the internal hom algebra [m, m]D in D, which
is automatically a condensable E1-algebra in D.

Dn+1

(Mop, m)

Cn+1

(M, m)

Dn+1
shrink the C-phase strap
−−−−−−−−−−−−−−−→ Dn+1

[m, m]D

Dn+1

We have M ≃ LMod[m,m]D(D) and C ≃ Mod
E1

[m,m]D
(D). Moreover, all condensable E1-algebras in D

arise as [m, m]D for some C,M, m.
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In particular, two n+1D topological orders are Morita equivalent if and only if they can be obtained from
each other by condensing a topological defect of codimension 1 (recall Theoremph 2.1.9). □

Remark 3.3.10. When both Cn+1 and Dn+1 are anomaly-free, it is illuminating to rewrite the results in
terms of ΩC and ΩD because they determines C and D, respectively, by delooping. Note that ΩC and ΩD
are non-degenerate braided fusion (n− 1)-categories. All topological defects of codimension 1 and higher
on a gapped domain wall form a closed multi-fusion ΩD-ΩC-bimodule X, i.e. a multi-fusion (n−1)-category
equipped with a braided equivalence φX : ΩDop⊠ΩC→ Z1(X). We obtain the unique closed C-D-bimodule
M as ΣX, i.e. M≃ ΣX. Moreover, the condition that X is closed multi-fusion ΩC-ΩD-bimodule is equivalent
to the condition that ΣX is the unique closed C-D-bimodule M mainly because ΣZ1(X) ≃ Z0(ΣX) [JF22,
KLWZZ20b, KZ22b]. Note that ΣX is the precisely the separable n-category of all possible gapped wall
conditions between Cn+1 and Dn+1 within a single Morita class. An object m ∈M represents a single gapped
domain wall and homM(m, m) is the multi-fusion (n− 1)-category of topological defects of codimension 1
and higher on the m-wall. ♦

Remark 3.3.11. Similar to the 1+1D cases, once we fixed the domain wall M by a pair (M, m) (so is its
time reversal M = (Mop, m)), then the condensation process is uniquely fixed with the condensable algebra
defined by the internal hom algebra31 [m, m]C ∈ C. Different choices of m define different condensations
microscopically. But the macroscopic result of the condensation, i.e. the condensed phase, is the same. Dif-
ferent m’s give different equivalences D ≃Mod

E1

[m,m]C
(C) and M ≃ RMod[m,m]C(C), which provide different

relabelings of the objects in D and M. ♦

Remark 3.3.12. A 1-codimensional topological defect d ∈D in the condensed phase Dn+1 1-codimensional
topological defect in Cn+1 as illustrated below.

C D C D C D C

M M M M M Md

d ∈ C

When d = 1D, this 1-codimensional topological defect is 1D = A∈ C. Note that A is precisely 1D viewed as
an object in C because D ⊂ C. Therefore, for general d ∈D, we expect that this 1-codimensional topological
defect is given by [A, d]C ∈ C. When D=Mod

E1
A (C) and M= RModA(C), [A,−] : RModA(C)→ C is precisely

the forgetful functor. ♦

From a single Cn+1, one can obtain all Dn+1 that are Morita equivalent to Cn+1. In particular, all anomaly-
free non-chiral n+1D topological orders can be obtained by condensing 1-codimensional topological defects
in 1n+1, or equivalently, by condensing condensable E1-algebras in nVec. We generalize it to a more general
situation. This generalized result is essentially a reformulation of a part of Proposition∗ 3.13 in [KZ24]
(see also Remark 3.3.14), and a reformulation of Theoremph 2.2.26 and Theorem 2.2.42, and was obtained
independently in the third arXiv version of [LYW23].

Theoremph 3.3.13. Any gapped boundary Nn of an n+1D anomaly-free simple topological order Cn+1 can
be obtained from a single gapped boundary Mn by first stacking an anomaly-free nD topological order Xn to
Mn then condensing a 1-codimensional topological defect in Mn ⊠Xn.

Mathematically, it means that two indecomposable multi-fusion (n − 1)-categories M and N for n ≥ 2
share the same E1-center, i.e., Z1(M) ≃ Z1(N) if and only if N is Morita equivalent to M ⊠ X for a non-
degenerate multi-fusion (n − 1)-category X, or equivalently, ΣN ≃ ΣM ⊠ S for an invertible separable n-
category S. □

Remark 3.3.14. The mathematical meaning of Theoremph 3.3.13 can be reformulated slightly differently.
Namely, two indecomposable multi-fusion n-categories M and N share the same E1-center, i.e., Z1(M) ≃
Z1(N), if and only if ΣN ≃ ΣM⊠ S for an invertible separable (n+ 1)-category S. This result follows from
the proof of (1)⇒(3) part of Proposition∗ 3.13 in [KZ24], which says that the center functor Sepind

n → Fuscl
n

is full up to a factor of invertible separable n-categories. We can further reformulate it in terms of MCn and
MCn(Cn+1) as in Theoremph 2.2.26. ♦

31In 2-categories, the internal hom algebra is automatically equipped with not only the unit and associativity 1-morphisms but also
necessary 2-morphisms, which are automatically included as the defining data of the universal property of the internal hom in 2-
categories.
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Remark 3.3.15. Theoremph 3.3.13 automatically covers the same result for the gapped domain walls be-
tween two topological orders because a wall is a boundary by the folding trick. Since gapped domain walls
between two Morita equivalence type-I topological orders An+1 and Bn+1 determine condensations from
An+1 to Bn+1, the notion of Morita equivalence between two gapped domain walls naturally carries over to
the notion of Morita equivalence between two condensable E1-algebras in A. This leads to an interesting
way to classify condensations from An+1 to Bn+1 via the center functor as we show in Theoremph 3.3.30 and
Corollaryph 3.3.33 and 3.3.34. ♦

We have assumed ‘type-I’ condition on Cn+1 in previous discussion. Relaxing this condition gives essen-
tially the same result as Theoremph 3.1.13. For readers convenience, we write it down explicitly.

Theoremph 3.3.16. In general, Cn+1 could be type-I or type-II and C is a multi-fusion n-category. A con-
densable algebra A in a multi-fusion n-category C is a direct sum of non-zero condensable algebras in each
indecomposable summand of C. Condensations preserve the multiplicity.

1. Cn+1 is type-I (i.e., C is an indecomposable multi-fusion n-category):

(a) If A is indecomposable, then the condensed phase Dn+1 is type-I and simple (i.e., D is a fusion
1-category), and M= RModA(C) is an indecomposable left C-module.

(b) If A is a direct sum of indecomposable ones, i.e., A = ⊕l
i=1Ai , then the condensed phase Dn+1

is type-I composite, gsd(Dn+1) = l, and D is an indecomposable multi-fusion 1-category, which
can be decomposed as a direct sum of separable 1-categories: D = ⊕l

i, j=1 BModAi |A j
(C). The

domain wall Mn = (M, A) is of type-II and we have the decomposition of left C-modules: M =
RModA(C) = ⊕l

i=1 RModAi
(C).

2. Cn+1 is type-II (i.e., C= ⊕k
i=1Ci and Ci are indecomposable multi-fusion 1-categories):

(a) In this case, we have A= ⊕k
i=1Ai , where Ai = A∩Ci ̸= 0.

(b) The condensed phase Dn+1 is type-II, mult(C2)≃mult(D2), and D≃ ⊕k
i=1 BModAi |Ai

(Ci).

(c) The domain wallMn is type-II, and we have the decomposition of leftC-modules: M= RModA(C) =
⊕k

i=1 RModAi
(Ci). □

Since all the subtleness associated to the type-I or type-II composite property are summarized in above
theorem, from now on, we mainly focus on the condensations in type-I or simple topological orders.

3.3.2 General constructions

In this subsubsection, we provide some general examples, in which we either provide a direct construction
of condensable E1-algebras in C then determine D and M (as in Theoremph 3.3.2), or provide C and M with
concrete coordinate systems such that the condensable E1-algebra [m, m]C in C can be determined explicitly
(as in Theoremph 3.3.9).

When Cn+1 = 1n+1, a condensable E1-algebra in nVec is precisely a multi-fusion (n− 1)-category A. By
condensing it, we obtain the condensed phase Dn+1 and a gapped domain wall Mn such that

D=Mod
E1

A
(nVec), (M, m) = (RModA(nVec),A) = (ΣA,A), Dop ≃ Z0(ΣA).

We want to understand this result from a different perspective in the cases (1) and (2) below.

(1). Cn+1 =Dn+1 = 1n+1: It turns out that this seemingly “trivial” case can have non-trivial condensations.
In this case, a gapped domain wall Mn between Cn+1 and Dn+1 is nothing but an anomaly-free nD topological
order. Again, Mn = (M, m), where M is a separable n-category, m is a distinguished object in M and labels
the nD anomaly-free topological order Mn as a boundary condition of 1n+1. By boundary-bulk relation, we
must have

Z0(M, m) = Fun(M,M)≃ nVec. (3.3.9)

As a consequence, M is necessarily indecomposable (actually invertible in (n + 1)Vec by [KZ24, Corollary
2.10]). The category of topological defects on Mn is ΩmM is necessarily an indecomposable multi-fusion
(n− 1)-category. Since M is indecomposable, we have M= ΣΩmM. By boundary-bulk relation, we have

Z1(ΩmM)≃ (n− 1)Vec,
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which is an immediate consequence of (3.3.9), M= ΣΩmM and (2.3.15).
Note that the equivalence M = ΣΩmM ≃ RModΩmM

(nVec) provides a coordinate system that allows us
to identify the condensable E1-algebra [m, m]C in C explicitly. Indeed, in this coordinate system m= ΩmM ∈
RModΩmM

(nVec), and the left bulk-to-wall functor can be rewritten as follows.

L1 = −⊙m= −⊗ΩmM : nVec→ RModΩmM
(nVec),

which is illustrated in the following picture.

M= ΣΩmM= RModΩmM(nVec)

1n+1 1n+1

nVec
L1=−⊙m
−−−−−→M

a 7→ a⊗ΩmM
m= ΩmM ∈ RModΩmM(nVec)

Then its right adjoint functor is precisely the forgetful functor, i.e.,

LR
1 = f : RModΩmM

(nVec)→ nVec.

Therefore, LR
1(ΩmM) = [ΩmM,ΩmM]nVec = ΩmM is precisely the indecomposable condensable E1-algebra in

nVec that defines the condensation. Note that, in the case, the internal hom [m, m]C is no longer an abstract
nonsense. It is the indecomposable multi-fusion (n−1)-categoryΩmM, which is precisely an indecomposable
condensable E1-algebra in C= nVec. By Theoremph 3.3.9, we obtain

D= nVec≃Mod
E1

ΩmM
(nVec), M≃ RModΩmM

(nVec),

where the second equivalence is tautological and can be viewed as a consistence check, but the first monoidal
equivalence is non-trivial mathematically. We reformulate this result mathematically.

Proposition 3.3.17. A Lagrangian E1-algebra in nVec (recall Definition 2.3.29) is precisely a non-degenerate
multi-fusion (n− 1)-category A. In this case, we have

Mod
E1

A
(nVec)≃ nVec. (3.3.10)

Remark 3.3.18. The subscript of L1 represents that it is left bulk-to-wall map of 1-codimensional topological
defects. We denote the left bulk-to-wall map of k-codimensional topological defects by Lk : Ωk−1C→ Ωk−1M

and the right bulk-to-wall map of k-codimensional topological defect by Rk : Ωk−1D→ Ωk−1M. ♦

Remark 3.3.19. Proposition 3.3.17 is the mathematical formulation of the physical fact that condensing
an anomaly-free nD topological order Mn, viewed as 1-codimensional topological defects in the trivial phase
1n+1, reproduces the trivial phase 1n+1, and gapped domain wall of this condensation is precisely the anomaly-
free nD topological order Mn. ♦

(2). Cn+1 = 1n+1 ̸= Dn+1: In this case, the discussion is completely parallel to the previous case. In
particular, M is a separable n-category and ΩmM is a multi-fusion (n− 1)-category. If m is non-zero in each
connected component of M, then we obtain

D≃Mod
E1

ΩmM
(nVec)≃ Fun(M,M)op ≃ Z0(M, m)op, M= ΣΩmM= RModΩmM

(nVec).

We reformulate the associated mathematical result as a generalization of Proposition 3.3.17.

Proposition 3.3.20. A condensable E1-algebra in nVec is precisely a multi-fusion (n − 1)-category A. We
have

Mod
E1

A
(nVec)op ≃ Z0(ΣA). (3.3.11)

If A is an indecomposable multi-fusion (n− 1)-category, then we have [KZ22b]

Mod
E1

A
(nVec)op ≃ Z0(ΣA)≃ ΣZ1(A). (3.3.12)
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Remark 3.3.21. The Levin-Wen model [LW05] can be viewed as a physical way to realize the condensation
defined by condensing a simple condensable E1-algebra A in 2Vec (i.e., A is a fusion 1-category) with a
gapped domain wall M2 = (ΣA,A) constructed in [KK12]. Similarly, a higher dimensional generalization of
Levin-Wen model based on indecomposable multi-fusion (n−1)-category A (predicted and briefly described
in [KZ22b, Remark 5.11]) should be viewed as a physical way to realize the condensation defined by the
indecomposable condensable E1-algebra A in nVec. ♦

Remark 3.3.22. We expect that the layer construction of 3+1D topological orders via layers of 2+1D topo-
logical orders [JQ14] provides a concrete realization of a condensation of 1-codimensional defects in 14. For
example, the layer construction of the 3+1D Z2 topological order [ZLZH+23] should be viewed as a physical
realization of the 1-codimensional condensation that produces the 3+1D Z2 topological order from 14. ♦

(3). Z(C)n+2 = 1n+2: We further assume that Cn+1 is simple. In this case, C = ΣΩC = RModΩC(nVec)
provides a concrete coordinate system to the non-degenerate fusion n-category C. By Remark 2.2.33, the
fusion product in this coordinate system is defined by K ⊗1 L := K ⊠ΩC L as depicted in the following
picture.

FunΩCop (L,L)

ΩC ΩC

K L

ΩCx2

x1

The right ΩC-module structures and tensor product:

(1). K×ΩC
⊙
−→K; (k, a) 7→ k⊗2 a;

(2). L×ΩC
⊙
−→ L; (l, a) 7→ l ⊗2 a;

(3). ⊠ΩC : K×L→K⊠ΩC L, (k, l)→ k⊠ΩC l.

(3.3.13)

In this case, it is possible to classify all the condensable E1-algebras in C via the following equivalence32:

Algc
E1
(RModΩC(nVec))≃ LModΩC(Alg

c
E1
(nVec)). (3.3.14)

More explicitly, an indecomposable condensable E1-algebra A in C is precisely an indecomposable multi-
fusion (n−1)-category A equipped with a monoidal action functor ⊙ : ΩC×A→A that defines the structure
of left ΩC-module on A, or equivalently, an indecomposable multi-fusion (n− 1)-category A equipped with
a central functor ΩC→A (or equivalently, a braided monoidal functor φ : ΩC→ Z1(A)).

Example 3.3.23. For A ∈ Algc
E2
(ΩC) (see Section 4.1), we have RModA(ΩC) ∈ LModΩC(Alg

c
E1
(nVec)). This

example is important later. ♥

For an indecomposable condensable E1-algebra A in C, we can condense it and obtain a condensed phase
Dn+1, which is also simple. We have

D≃Mod
E1

A
(C)≃ ΣZ2(ΩC,Z1(A)), ΩD≃ Z2(ΩC,Z1(A));

M≃ RModA(C)≃ RModA(nVec), m=A ∈ RModA(C),

where the last “≃” is due to the fact that the right ΩC-action factors through the right A-action. Moreover,
we have

ΩmM= homRModA(C)(A,A)≃ FunAop(A,A)≃A.

It means that A is precisely the category of topological defects on the gapped wall (M, m) between Cn+1 and
Dn+1. This fact reveals the geometric relation between ΩC,A,ΩD as illustrated in the following picture.

ΩC

ΩmM=A

m=A

ΩD

ΩC
−⊙1A−−−−→A A

1A⊙−←−−−− ΩD

ΩD
ΩmMΩmM

ΩmM

ΩmM⊠ΩD ΩmM
op

x2

x1

ΩC

ΩC

(3.3.15)

32The proof of this equivalence was known for the n= 2 case in [BJS21]. The same proof works for general n. We provide a physical
proof of this result in (3.3.15), (3.3.16) and (3.3.17).

74



Note that the 1-codimensional defect in C obtained by horizontally squeezing the ΩD-region in the second
picture in (3.3.15) is labeled by the objectΩmM ∈ C= RModΩC(nVec); and higher codimensional topological
defects on it form the following multi-fusion (n− 1)-category:

ΩΩmM
(C)≃ ΩmM⊠ΩD ΩmM

op ≃ FunΩCop(ΩmM,ΩmM).

In general, when an object ΩmM is viewed as an algebra in C= RModΩC(nVec), its algebraic structure does
not necessarily coincide with the monoidal structure on ΩmM

op defined by the particle fusions along the wall
(M, m). However, in this case, two structures indeed coincide as illustrated in the following picture.

x2

x1 ΩD

1m1m

ΩmMΩmM

1m

ΩC

ΩC ΩC

(3.3.16)

Indeed, the two top blue dots labeled by ΩmM (or better the top dashed box) represent the object ΩmM⊠ΩC
ΩmM in C= RModΩC(nVec) because (recall Remark 2.2.33)

homC(1C,ΩmM⊠ΩC ΩmM)≃ FunΩCop(ΩC,ΩmM⊠ΩC ΩmM)≃ ΩmM⊠ΩC ΩmM.

The three lower blue dots labeled by 1m ∈ ΩmM (or better the lower dashed box) define a 1-morphism
ΩmM ⊠ΩC ΩmM −→ ΩmM, which defines the algebraic structure on the 1-codimensional defect labeled by
ΩmM. Using Remark 2.2.33, we see that it induces on homC(1C,ΩmM) = ΩmM an algebraic structure, i.e.,
ΩmM⊗ΩC ΩmM→ ΩmM, defined by fusing two dashed boxes, which defines the following functor,

a⊠ΩC b 7→ 1m ⊗ a⊗ 1m ⊗ b⊗ 1m ≃ a⊗ b. (3.3.17)

This means that such defined algebraic structure on ΩmM in C coincides with the monoidal structure (i.e.,
particle fusions) on ΩmM. This fact also provides a physical explanation or proof of the equivalence (3.3.14).

By choosing different M, m,D’s, we recover all possible condensations. It means that we can reverse the
story. More explicitly, given Mn = (M, m), where M is a separable n-category and ΩmM is a multi-fusion
(n− 1)-category. We assume that m is non-zero in each indecomposable left C-submodule of M. By moving
2-codimensional topological defects in Cn+1 onto the wall Mn, we obtain an action ΩC × ΩmM → ΩmM,
which is automatically monoidal, i.e., ΩmM is monoidal and the monoidal structure is compatible with the
ΩC-action. As a consequence, we have

ΩmM ∈ LModΩC(Alg
c
E1
(nVec))≃ Algc

E1
(RModΩC(nVec)).

In other words, ΩmM is a condensable E1-algebra in C = ΣΩC. Moreover, [m, m]C can be identified with
ΩmM, and we have

D≃Mod
E1

ΩmM
(C), M≃ RModΩmM

(C)≃ RModΩmM
(nVec). (3.3.18)

In this case, we also have Dop ≃Mod
E1

ΩmM
(C)op ≃ Z1(C,Z0(RModΩmM

(C))). We summarize the key point in
this case in the following theorem.

Theoremph 3.3.24. When Cn+1 is anomaly-free and simple, an indecomposable condensable E1-algebra in
the fusion n-category C = ΣΩC is precisely given by an indecomposable multi-fusion (n − 1)-category A

equipped with a braided monoidal functor φ : ΩC → Z1(A) (or equivalently, by a type-I gapped domain
wall between Cn+1 and the condensed phase obtained by condensing A). Moreover, we have the following
equivalence of categories:

Algc
E1
(RModΩC(nVec))≃ LModΩC(Alg

c
E1
(nVec)). (3.3.19)

By condensing A in C, we obtain a condensed phase Dn+1 and a gapped domain wall Mn such that

D≃Mod
E1

A
(C)≃ ΣZ2(ΩC,Z1(A)), ΩD≃ Z2(ΩC,Z1(A));

M≃ RModA(C)≃ RModA(nVec), m=A ∈ RModA(C),

Moreover, A = ΩmM provides the physical meaning of A as the (n− 1)-category of topological defects on
the wall Mn = (M, m). If φ is an equivalence, then A is “Lagrangian” in the sense that Dn+1 = 1n+1. □

75



Remark 3.3.25. When Cn+1 is anomaly-free and simple, above theorem allows us to define the Morita equiv-
alence between two indecomposable E1-algebras in C according to that between two type-I gapped domain
walls. When Cn+1 is anomalous and simple, in general, (3.3.19) only gives a subset of all condensable
E1-algebras in C because ΣΩC is only a fusion full subcategory of C. ♦

By Theoremph 2.4.16 and Remark 2.4.18, we obtain a classification result for 1-codimensional defect
condensations between two (potentially chiral) anomaly-free simple topological orders.

Theoremph 3.3.26. Given two Morita equivalent anomaly-free simple topological orders Cn+1 and Dn+1

connected by a gapped domain wall Kn as illustrated in the first picture below. Using the folding trick and
topological Wick rotation (TWR) (recall Figure 9), we obtain a one-to-one correspondence between

KnMn

gapless

Cn+1 Dn+1

folding + TWR
−−−−−−−−→

Xn−1Kn ⊠Tn

gapped

(C⊠D)n+1

(3.3.20)

- (K⊠ T)-modules modulo the equivalence relation: X∼ Y if Y≃ X⊠V for V ∈ (n+ 1)Vec×;

- indecomposable condensable E1-algebras in C that define 1-codimensional defect condensations from
Cn+2 to Dn+2 in the Morita class [Kn+1 ⊠Tn+1].

defined by X 7→ FunK⊠T(X,X)op. The condensable E1-algebra A = FunK⊠T(X,X)op is simple if and only if
the (K⊠ T)-module X is indecomposable. □

Remark 3.3.27. Theoremph 3.3.26 reduces the problem of classifying 1-codimensional defect condensations
between two chiral topological orders to the problem of classifying gapped boundaries of a non-chiral topo-
logical order. Unfortunately, not much chiral topological orders in higher dimensions are known. We will
return to the problem of constructing interesting chiral examples in the future. In this work, we focus on
examples from non-chiral topological orders. ♦

(4). Cn+1 = Z(B)n+1: In this case, Cn+1 is anomaly-free and non-chiral, and admits a gapped boundary
Bn, which is assumed to be simple. Then Cn+1 is also simple. Therefore, this case is just a special case of (3).
However, in this case, C has another natural coordinate system given by

C= BModBop|Bop(nVec)≃ BModB|B(nVec)op,

where B is the fusion (n − 1)-category of all topological defects in Bn. An indecomposable condensable
E1-algebra in C is precisely an indecomposable multi-fusion (n− 1)-category Aop equipped with a monoidal
functor ψ : B → A. By condensing the condensable E1-algebra Aop in C, we obtain the condensed phase
Dn+1 and Mn as follows:

D=Mod
E1

Aop(C)≃Mod
E1

Aop(nVec)≃ ΣZ1(A), (3.3.21)

(M, m) = (LModA(C),A) = (BModA|B(nVec),A), (3.3.22)

where the first “≃” is due to the fact that the B-module structure factors through the monoidal functor ψ.
As a consequence, we obtain

ΩD≃ Z1(A), ΩmM≃ FunA|B(A,A). (3.3.23)

Note that, according to [KZ18a, Theorem 3.2.3][KZ22b], FunB|Aop(A,A) is precisely the closed ΩDop-ΩC-
bimodule that defines alternatively the monoidal functor ψ : Bop→ Aop as the following composed functor
(with an illustration of its physical meaning).

Bop ΩmM

Z1(B) ΩD

Z(B)n+1 Dn+1

FunA|B(A,A)Bop

Aop

Bop→Bop ⊠Z1(B) FunA|B(A,A)≃ FunA(A,A)≃Aop. (3.3.24)
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Remark 3.3.28. It is very illuminating to see the connection between the two coordinate systems in this
case. By [KLWZZ20b], these two coordinate systems C = RModΩC(nVec) and C = BModBop|Bop(nVec) are
related by the following monoidal equivalence:

Bop Bop

K
Z1(B) Z1(B)

K⊠Z1(B)B

RModΩC(nVec)
≃
−→ BModBop|Bop(nVec)

K 7→K⊠Z1(B)B.

Using this equivalence, we immediately see that the relation between ΩmM ∈ Algc
E1
(RModΩC(nVec)) and

its corresponding condensable E1-algebra Aop ∈ Algc
E1
(BModBop|Bop(nVec)) is precisely the one illustrated in

the picture in (3.3.24). ♦

This result provides a powerful tool to construct condensable 1-codimensional topological defects in a
non-chiral topological order, or equivalently, condensable E1-algebra in a fusion n-category obtained from
the delooping of a non-degenerate and non-chiral braided fusion (n − 1)-category. We summarize it as a
theorem.

Theoremph 3.3.29. For a non-chiral simple topological order Cn+1 = Z(B)n+1, all indecomposable condens-
able E1-algebras in the fusion n-category C= BModB|B(nVec)op are given by an indecomposable multi-fusion
n-category Aop equipped with a monoidal functor B→A. By condensing Aop in C, we obtain the condensed
topological order Dn+1 = Z(A)n+1 and a gapped domain Mn such that

D≃Mod
E1

Aop(C)≃Mod
E1

Aop(nVec)≃ ΣZ1(A), ΩD≃ Z1(A);
Mn = (M, m)≃ (BModA|B(nVec),A), ΩmM= FunA|B(A,A).

The relation between this classification and the one in Theoremph 3.3.24 is illustrated below.

Bop ΩmM

Z1(B) Z1(A)

Z(B)n+1 Z(A)n+1

FunA|B(A,A)Bop

Aop

Two definitions of the same algebra in C :
(1) the monoidal functor B→A

defines Aop ∈ Algc
E1
(BModB|B(nVec)op);

(2) the central functor Z1(B)→ FunA|B(A,A)
defines FunA|B(A,A) ∈ Algc

E1
(RModZ1(B)(nVec)).

For X ∈ LModB(nVec), the canonical monoidal functor B → Fun(X,X) defines a Lagrangian E1-algebra
Fun(X,X)op in C= BModB|B(nVec)op. □

We provide more concrete constructions in the following theorem.

Theoremph 3.3.30. We fixed another non-chiral simple topological order Z(P)n+1 with a simple gapped
boundary Pn. We can construct indecomposable condensable E1-algebras in C = BModB|B(nVec)op that
define condensations from Z(B)n+1 to Z(P)n+1 more concretely in the following way. In this case, P is a
fusion (n− 1)-category. Let X ∈ BModB|P(nVec). Then we have a canonical monoidal functor from B to an
indecomposable multi-fusion n-category AX := FunPop(X,X):

B→ FunB|P(X,X)⊠Z1(B)B≃ FunPop(X,X) =AX,

which defines an indecomposable condensable E1-algebra A
op
X

in BModB|B(nVec)op. The physical meaning
of each data is illustrated below.

B

B

P

Z1(B) Z1(P)

Z(B)n+1 Z(P)n+1

X

KX

Bn Pn

B

AX

Two definitions of the same algebra in C :
(1) the monoidal functor B→AX

defines Aop
X
∈ Algc

E1
(BModB|B(nVec)op);

(2) the central functor Z1(B)→ FunB|P(X,X)op

defines Kop
X

:= FunB|P(X,X)op ∈ Algc
E1
(RModZ1(B)(nVec)).
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By condensing A
op
X

in C, we obtain the condensed topological order Dn+1 = Z(P)n+1 with D ≃ Mod
E1

A
op
X

(C)

and a gapped domain wall Mn = (M, m)≃ (BModAX|B(nVec),AX). □

Remark 3.3.31. However, this construction X 7→ AX (or X 7→KX) does not exhaust all possible condensa-
tions from Z(B)n+1 to Z(P)n+1 because the domain wall Xn−1 can be gapless in general. If we allow Xn−1 to
be gapless33, or equivalently, if we allow to stack anomaly-free Yn onto the domain wall Z(X)n followed by
condensations along the domain wall (recall Theorem 3.3.13), all indecomposable condensable E1-algebras
in C= BModB|B(nVec)op arise in this way (see Corollaryph 3.3.34). ♦

Remark 3.3.32. When Pn = 1n, the correspondence between AX and KX precisely explains the relation
between two different but equivalent notions of gauging the fusion category symmetry B. On the one hand,
the gauging of the B-symmetry in the sense of [FFRS10, BT18, TW24, RSS23, LYW23] produces its dual
symmetry K

op
X
= FunB(X,X)op for a left B-module X. It amounts to condensing B via the gapped domain

wall X, and FunB(X,X)op is the fusion category symmetry associated to the condensed phase. On the other
hand, the gauging process in the sense of [KLWZZ20b, KLWZZ20a]maps the B-symmetry to an anomaly-free
topological order. Mathematically, it amounts to a monoidal functor B→ Fun(X,X) =AX for some separa-
ble (n− 1)-category X. By [KZ18a, Theorem 3.2.3][KZ24, Remark 3.30], these two gauging processes are
mathematically equivalent. Moreover, Theoremph 3.3.30 further relates these two gaugings to the condensa-
tion of the same 1-codimensional ‘Lagrangian’ topological defect in Z(B)n+1 but in two different coordinate
systems, respectively. ♦

Using Theoremph 3.3.30 and [KZ21, Proposition 3.13], we obtain more precise classification results. For
n= 2 (as in Theoremph 3.3.30), we recover an old result [KR08, DMNO13] but reformulated in a new context
of 1-codimensional condensations; for n≥ 3, we obtain a new result.

Corollaryph 3.3.33. When n= 2 (as in Theoremph 3.3.30), we obtain a one-to-one correspondence between
(the equivalence classes of) B-P-bimodules and 1-codimensional defect condensations from Z(B)3 to Z(P)3

(i.e., indecomposable condensable E1-algebras in C = ΣZ1(B) that produce Z(P)3, or equivalently, type-I
gapped domain walls between Z(B)3 and Z(P)3) defined by

BXP 7→K
op
X

:= FunB|P(X,X)op ∈ Algc
E1
(RModZ1(B)(2Vec)),

BXP 7→A
op
X

:= FunPop(X,X)op ∈ Algc
E1
(BModB|B(2Vec)op)

in two coordinate systems: ΣZ1(B) = RModZ1(B)(2Vec) and ΣZ1(B) = BModB|B(2Vec)op, respectively.

Proof. It follows immediately from Theoremph 3.3.30 and Corollary 2.4.8. □

Using the idea of topological Wick rotation [KZ18b, KZ20, KZ21, KZ22b], we obtain a generalization
of Corollaryph 3.3.33 to all dimensions. The following result is an immediate mathematical consequence of
Theoremph 2.4.10.

Corollaryph 3.3.34. For each non-degenerate fusion (n − 1)-category T for n ≥ 2, there is a one-to-one
correspondence (defined in two coordinate systems):

B⊠TXP 7→K
op
X

:= FunB⊠T|P(X,X)op ∈ Algc
E1
(RModZ1(B)(nVec)), (3.3.25)

B⊠TXP 7→A
op
X

:= FunT|P(X,X)op ∈ Algc
E1
(BModB|B(nVec)op) (3.3.26)

between the following two sets:

- (B⊠T)-P-bimodules modulo the equivalence relation defined by M∼N if N ≃M⊠V for V ∈ nVec×;

- 1-codimensional defect condensations from Z(B)n+1 to Z(P)n+1, i.e., indecomposable condensable E1-
algebras A inΣZ1(B), that belong to the same Morita equivalence class as (B⊠T)⊠Pop ∈ Algc

E1
(RModZ1(B)(nVec))

(recall Remark 3.3.15).

The condensable E1-algebra is simple if and only if the (B ⊠ T)-P-bimodule is indecomposable. Note that
the n= 2 case is precisely Corollaryph 3.3.33 because the only non-degenerate fusion 1-category is the trivial
one Vec.

33In this case, X is again a B-P-bimodule but living in the world of enriched separable higher categories [KZ22b].
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Proof. This result follows immediately from Theoremph 2.4.10. Recall that the key idea of the proof is the
holographic dual (via topological Wick rotation) between a potentially gapless defect junction Yn−1 and the
pair (Tn,Xn−1), where Tn is an anomaly-free nD topological order and Xn−1 is a gapped defect junction
among three anomalous topological orders Bn ⊠ Tn, Kn and Pn. For readers convenience, we re-illustrate
this idea in the pictures below with the corrected labels and dimensions.

Bn Pn

Z(B)n+1 Z(P)n+1

Yn−1

Kn

topological Wick rotation
←−−−−−−−−−−−−−−→

Bn ⊠Tn Pn

Z(B)n+1 Z(P)n+1

Xn−1

Kn

It is worthwhile to note that those A’s in ΣZ1(B) are precisely indecomposable multi-fusion (n−1)-categories
that are Morita equivalent to (B⊠ T)⊠ Pop, including those (B⊠ T)⊠ Pop ⊠ΣZ1(Q) (for a fusion (n− 2)-
category Q), which is precisely the image of the (B⊠T)-P bimodule X :=B⊠T⊠P⊠ΣQ under the one-to-one
correspondence (3.3.25). □

Remark 3.3.35. If we replace T by a Morita equivalent one T′, it simply provides a new coordinate system
for the domain of this one-to-one correspondence. ♦

The following two results are reformulations of Theoremph 2.4.10 and 2.4.13 in terms of Lagrangian
E1-algebras.

Corollaryph 3.3.36. The map B⊠TX 7→ FunB⊠T(X,X)op defines a one-to-one correspondence between:

- left indecomposable B⊠ T-modules modulo the equivalence relation ∼,

- Lagrangian E1-algebras in ΣZ1(B) (or simple gapped boundaries of Z(B)n+1) in the Morita class [B⊠
T];

See Theoremph 2.4.10 and Corollary 4.2.23 for an equivalent result.

The following result generalizes an earlier result for fusion 2-categories [JFR23, DX24].

Corollary 3.3.37. When the fusion (n − 1)-category B is connected as a separable (n − 1)-category, i.e.,
B= ΣΩB, there is a one-to-one correspondence between

- braided monoidal functors ΩB→ Q for a non-degenerate braided fusion (n− 2)-category Q;

- Lagrangian E1-algebra in ΣZ1(B).

Moreover, the Morita class of the Lagrangian E1-algebra is determined by the Morita class of ΣQ.

Example 3.3.38. A typical example of B= ΣΩB is B= (n−1)Rep(G). In this case, Corollary 3.3.37 provide
a classification of Lagrangian E1-algebras in GTn+1

G ≃ ΣZ1((n−1)Rep(G)), or equivalently, that of the gapped
boundaries of the finite gauge theory GTn+1

G . ♥

3.3.3 Examples in 2+1D: anomaly-free cases

Example 3.3.39. The topological defects in the 2+1D Z2-gauge theory form the fusion 2-category TC, which
can be identified with the 2-category RModZ1(Rep(Z2))(2Vec). By [BJS21, Déc23b] (or Theorem 3.3.24), a con-
densable E1-algebra in TC are precisely multi-fusion left Z1(Rep(Z2))-modules, i.e., a mulit-fusion categories
A equipped with a braided functors Z1(Rep(Z2))→ Z1(A). Here we list some examples.

1. The fusion category Z1(Rep(Z2)) equipped with the identity functor idZ1(Rep(Z2)), which should be
viewed as a central functor, defines a condensable E1-algebra Z1(Rep(Z2)) in the coordinate system
TC= RModZ1(Rep(Z2))(2Vec). It is the tensor unit of TC.
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2. The fusion category Rep(Z2) equipped with the central functor f : Z1(Rep(Z2)) → Rep(Z2) defines
a condensable E1-algebra Rep(Z2)op = Rep(Z2) in RModZ1(Rep(Z2))(2Vec). It corresponds to the 1-

codimensional defect ss in TC. We have Mod
E1

Rep(Z2)
(ΣZ1(Rep(Z2))) ≃ 2Vec, which means that the

condensed 2+1D topological order is trivial. This condensation defined by ss is the same as the anyon
condensation defined by 1⊕m. Therefore, ss is a Lagrangian condensable E1-algebra in TC.

3. The fusion category VecZ2
is equipped with the canonical equivalence Z1(Rep(Z2)) → Z1(VecZ2

). It
defines a condensable E1-algebra Vecop

Z2
= VecZ2

, corresponding to the 1-codimensional defect rr in TC.

We have Mod
E1
VecZ2
(ΣZ1(Rep(Z2)))≃ 2Vec, which means that the condensed topological order is trivial.

This condensation defined by rr is the same as the anyon condensation defined by 1⊕ e. Therefore,
this condensable E1-algebra VecZ2

is also Lagrangian.

4. As we review in Example 4.1.13, the following object

A := 1⊠ 1⊕ψ⊠ψ ∈ ΩIs⊠ΩIsop ≃ Z1(ΩIs) (3.3.27)

has a canonical structure of a simple commutative separable algebra in Z1(ΩIs). Then fusion 1-category
K := RModA(Z1(ΩIs))op is naturally a condensable E1-algebra in TC. The category K has six simple
objects 1, e, m, f ,χ± (see Example 4.1.13). Condensing K in TC produces the condensed phase D3,
which is precisely the 2+1D double Ising topological order, i.e.,

Mod
E1

K
(TC)≃ Is⊠ Isop,

and a gapped domain wall M2 = (M, m) = (RModK(TC),K) = (RModK(2Vec),K). ♥

Example 3.3.40. We can choose a different coordinate system for TC. Indeed, by [KK12], TC can be iden-
tified with the fusion 2-category BModRep(Z2)|Rep(Z2)(2Vec)op. A condensable E1-algebra in TC is precisely a
fusion 1-category Bop equipped with a monoidal functor Rep(Z2)→B. Here we list some examples:

1. The fusion category Rep(Z2) equipped with the identity functor Rep(Z2)→ Rep(Z2) is a condensable
E1-algebra. It is the tensor unit of TC.

2. The fusion category Vec equipped with the forgetful functor Rep(Z2)→ Vec is a Lagrangian E1-algebra,
which corresponds to the 1-codimensional topological defect rr in TC.

3. The multi-fusion category Fun(Rep(Z2), Rep(Z2))op equipped with the canonical embedding

Rep(Z2)→ Fun(Rep(Z2), Rep(Z2))

is a Lagrangian E1-algebra, which corresponds to the 1-codimensional topological defect ss in TC.

4. We set K := RModA(Z1(ΩIs)) for A defined in (3.3.27). There is a canonical monoidal functor

Rep(Z2)→K⊠Z1(Rep(Z2)) Rep(Z2)≃ ΩIs :=A,

where the monoidal equivalence ‘≃’ follows from a general fact34, defines a condensable E1-algebra
Aop in TC = BModRep(Z2)|Rep(Z2)(2Vec)op. Condensing Aop produces the condensed topological order
Z(Is)3:

Is⊠ Isop ≃Mod
E1

Aop(TC),

and the gapped domain wall M2 such that (using (3.3.22) and (3.3.23))

(M, m) = (BModA|B(nVec),A)≃ (ΣKop,K).

The physical meaning of above data is depicted in the following picture.

Z1(Rep(Z2)) Z1(ΩIs)

TC3 Z(Is)3
Rep(Z2) K

ΩIs

34For a non-degenerate braided fusion category C and a condensable E2-algebra A and a condensable E2-algebra B over A [DMNO13],
we have a monoidal equivalence RModA(C)⊠Mod

E2
A (C)

RModB(Mod
E2
A (C))≃ RModB(C).
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We provide more examples of condensations in TC as the special cases of condensations in 2+1D finite gauge
theories in Example 3.3.41. ♥

Example 3.3.41. Consider 2+1D finite gauge theory GT3
G for a finite group G. We provide some examples

of condensable E1-algebras in GT3
G in two coordinate systems.

1. GT3
G = RModZ1(Rep(G))(2Vec):

(a) Consider a simple condensable E2-algebra A (i.e., étale algebra) in Z1(Rep(G)). Such algebras
have been classified in [Dav10b] (see Example 4.1.11). The central functor

−⊗ A : Z1(Rep(G))→ RModA(Z1(Rep(G))) (3.3.28)

defines a condensable E1-algebra B := RModA(Z1(Rep(G))) in RModZ1(Rep(G))(2Vec). By condens-
ing it, we obtain a new 2+1D topological oder D3 and a gapped domain wall M2 given by

D≃Mod
E1
B (ΣZ1(Rep(G)))≃ Σ(ModE2

A (Z1(Rep(G))),
(M, m)≃ (RModB(ΣZ1(Rep(G))), B).

i. When A = 1Z1(Rep(G)), − ⊗ A ≃ idZ1(Rep(G)) defines the trivial condensable E1-algebra 1GT3
G
,

which defines a trivial condensation.
ii. The group algebra A = C[G] can be viewed as a Lagrangian E2-algebra in Z1(VecG) ≃

Z1(Rep(G)) (see Example 4.1.11). In this case, the central functor − ⊗ A can be identified
with the canonical central functor: the forgetful functor Z1(Rep(G)) → Rep(G), which de-
fines a Lagrangian E1-algebra Rep(G) inGT3

G . By condensing it, we obtain 13 as the condensed
phase and a gapped boundary M2 such that (M, m)≃ (2Rep(G),1).

iii. For a subgroup H ≤ G, the algebra Fun(G/H) is a condensable E2-algebra in Rep(G) ,→
Z1(Rep(G)). In this case, the central functor − ⊗ A in (3.3.28) defines a condensable E1-
algebra in GT3

G . By condensing it, we obtain GT3
H as the condensed phase and a gapped

boundary M2 such that M≃ ΣRModA(Z1(Rep(G))).

(b) We can condense a condensable E1-algebra in GT3
G to obtain any 2+1D simple non-chiral topo-

logical orders as shown in Theoremph 3.3.29. We give some concrete constructions.

i. Let G1 and G2 be two finite groups and H a subgroup of both G1 and G2. By restriction,
we obtain two monoidal functors Rep(G1) → Rep(H) and Rep(G2) → Rep(H). Therefore,
Rep(H) is a Rep(G1)-Rep(G2)-bimodule. As a consequence, there is a natural central func-
tor Z1(Rep(G1))→K := FunRep(G1)|Rep(G2)(Rep(H), Rep(H)), which defines a condensable E1-
algebraK inGT3

G1
. By condensing the 1-codimensional topological defectK inRModZ1(Rep(G1))(2Vec),

we obtain the GT3
G2

as the condensed 2+1D phase.

For example, one can always choose H to be the trivial group. In this case, Rep(H) = Vec
and K≃ VecG1×G2

as monoidal 1-categories.
ii. In this case, we can obtain a complete classification of all 1-codimensional defect condensa-

tions from GT3
G1

to GT3
G2

by applying Corollaryph 3.3.33 as illustrated below.

Rep(G1) Rep(G2)

Z1(Rep(G1)) Z1(Rep(G2))

X

KX = FunRep(G1)|Rep(G2)(X,X)

By [KZ18a, Theorem 3.3.7], the functorial assignment X → KX is fully faithful. It means
that there is a one-to-one correspondence between such simple condensable E1-algebras KX

in RModZ1(Rep(G1))(2Vec) and indecomposable Rep(G1)-Rep(G2)-bimodules X in 2Vec, which
is equivalent to indecomposable left Rep(G1 × G2)-modules in 2Vec and was classified in
[BO04, Ost03a]. More precisely, an indecomposable left Rep(G1 × G2)-module X in 2Vec
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is given by Rep′(H̃) or Rep(H,α), where H ≤ G1 × G2 is a subgroup, [α]] ∈ H2(H,C×) is
a 2-cohomology class and H̃ is the central extension of H determined by [α] (see Example
3.1.17). The associated simple condensable E1-algebra K(H,ω) in RModZ1(Rep(G1))(2Vec) is

K(H,ω) = FunRep(G1)|Rep(G2)(Rep′(H̃), Rep′(H̃)).

When G2 is the trivial group, all these condensable E1-algebras Kop
(H,ω) are Lagrangian. This

classification result coincides with the classification of Lagrangian E2-algebras in Z1(Rep(G1))
in [Dav10b] (see also the 5th case in Example 4.1.11).

2. GT3
G = BModRep(G)|Rep(G)(2Vec)op:

(a) The central functor (3.3.28) defines a monoidal functor

Rep(G)→ Rep(G)⊠Z1(Rep(G)) RModA(Z1(Rep(G)))≃ RModA(Rep(G)), (3.3.29)

where the ‘≃’ is proved in [KZ18a, XY24]. By condensing RModA(Rep(G))op, we obtain a con-
densed phase D3 such that

D≃Mod
E1

RModA(Rep(G))op(GT3
G)≃ ΣModE2

A (Z1(Rep(G))),

where the second ‘≃’ is as a special case of Theorem 5.1.5 (see also Example 5.1.10).
When A = Fun(G/H) for a subgroup H ≤ G, the monoidal functor (3.3.29) is precisely the
forgetful functor Rep(G)→ Rep(H). By condensing Rep(H)op, we obtain the condensed phase D3

such that D=Mod
E1

Rep(H)op(GT3
G)≃Mod

E1

Rep(H)op(2Vec) = GT3
H .

(b) Using Corollaryph 3.3.33, we obtain a complete classification of all 1-codimensional defect con-
densations from GT3

G1
to GT3

G2
in the new coordinate. More precisely, required simple con-

densable E1-algebras in BModRep(G)|Rep(G)(2Vec)op are one-to-one corresponding to indecompos-
able left Rep(G1 × G2)-modules in 2Vec, each of which is given by Rep′(H̃) or Rep(H,α), where
H ≤ G1 × G2 is a subgroup, [α]] ∈ H2(H,C×) is a 2-cohomology class and H̃ is the central ex-
tension of H determined by [α] (see Example 3.1.17) [BO04, Ost03a]. The associated simple
condensable E1-algebra A

op
(H,ω) in BModRep(G)|Rep(G)(2Vec)op is defined by the monoidal functor

Rep(G1)→K(H,ω) ⊠Z1(Rep(G1)) Rep(G1)≃ FunRep(G2)op(Rep′(H̃), Rep′(H̃)) =: A(H,ω). ♥

When G2 is the trivial group, all these condensable E1-algebras Aop
(H,ω) are Lagrangian.

3.3.4 Examples in 2+1D: anomalous cases

We provide some concrete examples of 1-codimensional defect condensations in 2+1D anomalous topo-
logical orders. By topological Wick rotation or topological holography [KZ18b, KZ20, KZ21, KLWZZ20a,
KLWZZ20b, KZ22b], a 1-codimensional defect condensation in a 2+1D anomalous topological order can
also be understood as a condensation between 2+1D gapped quantum liquids with the same finite onsite
symmetry.

Example 3.3.42. Let G be a finite group. The 3+1D G gauge theoryGT4
G has a gapped boundary obtained by

condensing all particle-like topological defects (symmetry charges). The topological defects on this gapped
boundary form the fusion 2-category 2VecG .

By [Déc23b], the condensable E1-algebras in 2VecG are G-graded multi-fusion 1-categories, and the
simple ones are G-graded fusion 1-categories. A G-graded (multi-)fusion 1-category is a (multi-)fusion 1-
category A equipped with a G-grading A =

⊕

g∈G Ag such that x ⊗ y ∈ Agh for any x ∈ Ag and y ∈ Ah. In
particular, the trivial component Ae is also a (multi-)fusion 1-category. We say that the G-grading is faithful
if Ag ̸= 0 for all g ∈ G.

- For example, given a subgroup H ≤ G and a 3-cocycle ω ∈ Z3(H, U(1)), there is a G-graded fusion
category VecωH with the obvious G-grading supported on H and the associator given by ω. Two G-
graded fusion 1-categories VecωH and Vecω

′

K are equivalent as condensable E1-algebras in 2VecG if and
only if H = K and [ω] = [ω′] ∈ H3(H, U(1)).
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For a G-graded fusion 1-category A, we give a more explicit mathematical description of the left 2VecG-
module RModA(2VecG). First, we define a 2-category BGA as follows.

• The objects are elements in G.

• For g, h ∈ G, the hom 1-category Hom(g, h) is Ahg−1 . In particular, the endomorphism 1-category of
every object is the fusion 1-category Ae.

• The 2-category structure (including the composition, identity, associator, . . . ) is induced by the monoidal
structure of A.

Secondly, we define ΣGA to be the condensation completion of BGA. Then ΣGA is a finite semisimple
2-category (see [DR18, Construction 2.1.23] and references therein). Note that there is an obvious right
translation G-action on BGA:

g ⊙ h := hg−1, Hom(g ⊙ h, g ⊙ k) = Hom(hg−1, kg−1) =Akh−1 = Hom(h, k).

It induces a G-action on ΣGA. Therefore, ΣGA is a finite semisimple 2VecG-module.
Now we show that ΣGA ≃ RModA(2VecG) as 2VecG-modules. Denote the (representative of) simple

objects in 2VecG by {δg}g∈G . There is a 2-functor BGA→ RModA(2VecG) defined by

• the map between objects: an object g ∈ G is mapped to the free right A-module δg−1 ⊗A;

• the functors between hom 1-categories: the canonical equivalence

HomBGA
(g, h) =Ahg−1 ≃ Hom2VecG

(δg−1 ,δh−1 ⊗A)≃ HomRModA(2VecG)(δg−1 ⊗A,δh−1 ⊗A).

Moreover, this is a G-module 2-functor. Thus it induces a G-module 2-functor ΣGA→ RModA(2VecG). Note
that every simple module x ∈ RModA(2VecG) can be condensed from the free module x ⊗ A. Thus the
G-module 2-functor ΣGA→ RModA(2VecG) is an equivalence.

There are some immediate corollaries of this result. Let H be the support of the G-grading on A. Then
it is easy to see that π0(ΣGA) ≃ G/H. In particular, RModA(2VecG) ≃ ΣGA is connected if and only if
the G-grading on A is faithful. Moreover, when the G-grading on A is faithful, there is an equivalence
of 2-categories ΣGA ≃ ΣAe. In this case, the 2VecG-action on ΣAe is a monoidal 2-functor 2VecG →
BModAe |Ae

(2Vec)≃ End(ΣAe), and it induces a 3-group homomorphism G→ BrPic(Ae), where the Brauer-
Picard 3-group BrPic(Ae) is the maximal 3-group of BModAe |Ae

(2Vec)×. By [ENO10], this 3-group ho-
momorphism is equivalent to a faithful G-graded extension of Ae, which is exactly the G-graded fusion
1-category A.

As an example, for ω ∈ Z3(G, U(1)), we have RModVecωG
(2VecG) ≃ 2Vec, and the pentagonator of the

2VecG-action on 2Vec is given by ω. Equivalently, this 2VecG-action on 2Vec is induced from the monoidal
2-functor 2VecG → 2Vec twisted by ω. Another example is the Ising fusion 1-category ΩIs ≃ VecZ2

⊕ Vec
as a Z2-graded fusion category. The 2VecZ2

-action on RModΩIs(2VecZ2
) ≃ ΣVecZ2

≃ 2Rep(Z2) is given by
permuting two simple objects. ♥

Example 3.3.43. The 3+1D G gauge theory GT4
G has another gapped boundary obtained by condensing all

symmetry fluxes. The fusion 2-category of topological defects on this boundary is equivalent to 2Rep(G).
There are two coordinate systems on 2Rep(G).

(1) In the coordinate system, 2Rep(G) ≃ Fun(BG, 2Vec), it is clear that objects in 2Rep(G) are separable
1-categories equipped with G-actions. A condensable E1-algebra in 2Rep(G) is precisely a multi-fusion
1-category A equipped with monoidal G-action, which is also called a G-equivairant multi-fusion 1-
category. A condensable E1-algebra A in 2Rep(G) is simple if G acts transitively on the simple direct
summands of the tensor unit of A.

(2) In the coordinate system 2Rep(G) ≃ ΣRep(G) ≃ RModRep(G)(2Vec) ≃ LModRep(G)(2Vec), by [BJS21,
Déc23b], a condensable E1-algebras in 2Rep(G) is precisely a multi-fusion Rep(G)-module, i.e., a multi-
fusion 1-category B equipped with a braided monoidal functor Rep(G)→ Z1(B), and the simple ones
are fusion Rep(G)-modules. Such a multi-fusion Rep(G)-module is also called a multi-fusion 1-category
over Rep(G). By [DMNO13, Lemma 3.5], a monoidal functor Rep(G)→ Z1(B)→ B factors through
Rep(G) → Rep(H) → B for some subgroup H ≤ G (up to conjugation) such that Rep(H) → B is an
embedding (fully faithful).
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The coordinate transformations between two coordinate systems of 2Rep(G) are given by the equivari-
antization and de-equivariantization (see [DGNO10, Section 4.1]). More precisely,

{C-linear categories with G-action} ←→ {C-linear categories with Rep(G)-action}

A 7→ AG

BG := RModA(B) ← [ B,

where AG consists of G-invariant objects x (i.e., g(x) ≃ x for all g ∈ G) and where A = Fun(G) is a con-
densable E1-algebra in Rep(G). These coordinate transformations give one-to-one correspondences between
condensable E1-algebras in different coordinates [DGNO10, Section 4.2]:

{G-equivariant multi-fusion 1-categories} ←→ {multi-fusion 1-categories over Rep(G)}

Given a simple condensable E1-algebra A ∈ LModVecG
(2Vec) ≃ Fun(BG, 2Vec), the set of simple direct

summands of the tensor unit is isomorphic to G/H for some subgroup H. In other words, its tensor unit
spans a multi-fusion subcategory Fun(G/H, Vec) ⊆A. The equivariantization of the monoidal functors Vec→
Fun(G/H, Vec) ,→A is

VecG ≃ Rep(G)→ Rep(H)≃ Fun(G/H, Vec)G ,→AG ,

which gives a simple condensable E1-algebra in LModRep(G)(2Vec) ≃ ΣRep(G). This is the one-to-one cor-
respondence of simple condensable E1-algebras in the two coordinates of 2Rep(G). When H = G, A is a
G-equivariant fusion 1-category. Under this one-to-one correspondence, G-equivariant fusion 1-categories
are mapped to fusion 1-categories B equipped with braided functor Rep(G)→ Z1(B) such that the composite
functor Rep(G)→ Z1(B)→B is fully faithful [DGNO10, Theorem 4.18 (iii)].

We give some examples here.

1. For every subgroup H ≤ G, the forgetful functor Rep(G) → Rep(H) is symmetric, hence factors
through Z1(Rep(H)). Thus Rep(H) is a simple condensable E1-algebra in ΣRep(G). We also have
RModRep(H)(ΣRep(G)) ≃ RModRep(H)(2Vec) ≃ ΣRep(H), and the ΣRep(G)-action on ΣRep(H) is in-
duced by the monoidal functor Rep(G)→ Rep(H). After de-equivariantization, the corresponding sim-
ple condensable E1-algebra in 2Rep(G) ≃ Fun(BG, 2Vec) is Fun(G/H, Vec) with the pointwise tensor
product and left translation G-action.

2. For every subgroup H ≤ G and 3-cocycle ω ∈ Z3(H, U(1)), there is a braided embedding Rep(H) →
Z1(VecωH ). Indeed, these are all the minimal nondegenerate extensions of Rep(H) [DGNO10, LKW16a].
Thus VecωH is a simple condensable E1-algebra in ΣRep(G).

For a fusion Rep(G)-module B, we have RModB(2Rep(G)) ≃ RModB(2Vec) ≃ ΣB. The left 2Rep(G)-
action on ΣB is defined by the monoidal 2-functor ΣRep(G) → ΣZ1(B) ≃ Z0(ΣB), which is induced from
the braided monoidal functor Rep(G)→ Z1(B). As discussed above, this braided monoidal functor factors
through Rep(G) → Rep(H) → Z1(B) and Rep(H) → Z1(B) is a braided embedding. It follows that the
indecomposable 2Rep(G)-modules one-to-one correspond to the pairs (H,M), where H ≤ G is a subgroup of
G defined up to conjugation and M is a nondegenerate extension of Rep(H) such that M is Witt trivial (i.e.,
M ≃ Z1(B) for some fusion category B). This classification of indecomposable 2Rep(G)-module coincides
with that of gapped boundaries of GT4

G that are Morita equivalent to 2Rep(G) (see also Example 4.2.41 and
4.2.42 and Theoremph 4.2.25). ♥

Example 3.3.44. Let T be a nondegenerate braided fusion 1-category. We can stack the 2+1D gapped bound-
ary of GT4

G associated the fusion 2-category 2Rep(G) with an anomaly-free 2+1D topological order corre-
sponding to T. Then the fusion 2-category of topological defects on this new 2+1D boundary topological
order is 2Rep(G)⊠ΣT ≃ Σ(Rep(G)⊠ T).

Similar to the above example, the condensable E1-algebras in Σ(Rep(G)⊠T) are multi-fusion Rep(G)⊠T-
modules, and the simple ones are fusion Rep(G) ⊠ T-modules, that is, a fusion category B equipped with
a braided functor Rep(G) ⊠ T → Z1(B). This is equivalent to two braided functors Rep(G) → Z1(B) and
T → Z1(B) such that their images in Z1(B) are transparent to each other. Since T is nondegenerate, the
braided functor T→ Z1(B) is fully faithful [DMNO13, Corollary 3.26]. Denote the Müger centralizer of T in
Z1(B) by M := Z2(T,Z1(B)). Then Z1(B)≃M⊠T by [DGNO10, Theorem 3.13] (see also [Müg03c, Theorem
4.2] for modular case). So the fusion Rep(G)⊠ T-module structure on B is equivalent to a nondegenerate
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braided fusion category M, a braided equivalence M ⊠ T ≃ Z1(B) and a braided functor Rep(G) → M.
Similar to the above example, the braided functor Rep(G) → M factors through Rep(G) → Rep(H) → M

such that Rep(H)→M is fully faithful.
Given a fusion (Rep(G)⊠ T)-module B, we have

RModB(2Rep(G)⊠ΣT)≃ RModB(2Vec)≃ ΣB,

and the left Σ(Rep(G)⊠ T)-action is induced from the braided monoidal functor

Rep(G)⊠ T→ Rep(H)⊠ T ,→M⊠ T ≃ Z1(B).

It follows that the indecomposable (2Rep(G) ⊠ ΣT)-modules are one-to-one corresponding to the pairs
(H,M), where H ≤ G is a subgroup defined up to conjugation and M is a nondegenerate extension of
Rep(H) such that M⊠T is Witt trivial. This classification of indecomposable 2Rep(G)-module coincides with
that of gapped boundaries of GT4

G that are Morita equivalent to 2Rep(G)⊠ΣT (see also Example 4.2.41 and
4.2.42 and Theoremph 4.2.25). ♥

Example 3.3.45. Let π ∈ Z4(G, U(1)). There is a gapped boundary of the 3+1D twisted G gauge the-
ory GT4

(G,π) obtained by condensing all particle-like topological defects (symmetry charges). The fusion
2-category of topological defects on this 2+1D boundary topological order is 2VecπG . It is the same as the
2VecG as 2-categories but the pentagonator is twisted by π.

Simple condensable E1-algebras in 2VecπG are ‘π-twisted G-graded fusion categories’: they have the same
defining data as G-graded fusion categories, but the pentagon equation holds up to π. For example, given
a subgroup H ≤ G and a 3-cochain π ∈ C3(H, U(1)) such that dψ = π|H , there is a simple condensable
E1-algebra VecψH ∈ 2VecπG with the obvious G-grading supported on H and the associator twisted by ψ.

The underlying 2-category of RModVecψH
(2VecπG) is 2VecG/H = 2Vec⊕G/H , and the left 2VecπG-action is in-

duced by the left translation of G on G/H. Its pentagonator is a 3-cocycle in Z3(G; Fun(G/H, U(1))), which
is determined by ψ under the isomorphism H3(H; U(1)) ≃ H3(G; Fun(G/H, U(1))) by Shapiro’s lemma for
group cohomology. The underlying 2-category and the (partial) fusion rule of the bimodule 2-category
BModVecψH |VecψH

(2VecπG) can be found in [DY23].

By Corollaryph 3.3.36, the Morita classes of simple condensable E1-algebras A in 2VecπG , or equivalently,
indecomposable left 2VecπG-modules, classify Lagrangian E1-algebras in ΣZ1(2VecπG) in the Morita class of
[2VecπG]. We believe that this should lead us to more concrete classification result of Lagrangian E2-algebras
in Z1(2VecπG) (as the full center of A) obtained recently in [DHJFN+24, Xu24b]. ♥

3.3.5 Examples in 3+1D

We have already seen condensations of 1-codimensional topological defects in 1n+1 in Section 3.3.2. In this
subsubsection, we provide some examples in finite gauge theories based on Theoremph 3.3.29.

Example 3.3.46. For any fusion n-categories C, we have C ≃ C ⊠ nVec. Therefore, for n ≥ 2, there are
infinitely many condensable E1-algebras in any fusion n-categories C because there are infinitely many multi-
fusion (n− 1)-categories as condensable E1-algebras in nVec. ♥

Example 3.3.47. We denote the 3+1D G-gauge theory for a finite group G by GT4
G . In this case, we have

ΩGT4
G = Z1(2VecG) [KTZ20b], and there are two coordinate systems of GT4

G . We provide examples only in
the following coordinate systems:

GT4
G = BMod2Rep(G)|2Rep(G)(3Vec)op.

We leave the same constructions in the other coordinate system as exercises.

1. Let f : 2Rep(G)→ 2Vec be the forgetful functor, which is symmetric monoidal. Then 2Vecop = 2Vec is
a condensable E1-algebra in BMod2Rep(G)|2Rep(G)(3Vec)op. By condensing it, we obtain the trivial phase
D4 = 14 and a gapped boundary M3 with

(M, m) = (RMod2Rep(G)(3Vec), 2Vec), ΩmM= Fun2Rep(G)(2Vec,2Vec)≃ 2VecG .
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This condensation of 1-codimensional topological defect 2Vec ∈ GT4
G is equivalent to a condensation

of 3-codimensional topological defect (i.e., a particle) Fun(G) ∈ Rep(G) ≃ Ω2GT4
G . When G = Z2,

this particle is precisely the e-particle in 3+1D toric code model [HZW05, KTZ20a, ZLZH+23]. When
G = Z2 the boundary M3 is called the rough boundary [ZLZH+23], which can also be obtained by
condensing the 1c-string [ZLZH+23].

2. Let ψ : 2Rep(G) → A = Fun(2Rep(G), 2Rep(G)) be the canonical monoidal functor defined by the
left multiplication x ⊗ −. Then Aop is a condensable E1-algebra in BMod2Rep(G)|2Rep(G)(3Vec)op. By
condensing it, we obtain the trivial phase D4 = 14 and a gapped boundary M3 with

(M, m) = (RMod2Rep(G)|A(3Vec),A),

ΩmM= Fun2Rep(G)|A(A,A)≃ 2Rep(G).

When G = Z2, this gapped boundary of GT4
G is called the smooth boundary [KTZ20a], which can also

be obtained from condensing m-string or the Lagrangian E2-algebra 1⊕m in Z1(2VecG) [ZLZH+23].
Note that Aop is a Lagrangian E1-algebra in GT4

G .

Since Z1(2VecG) has a non-trivial braided auto-equivalence α [ZLZH+23], we can twist ψ by α as
follows:

ψα : 2Rep(G)→ 2Rep(G)⊠Z1(2VecG) Z1(2VecG)⊠Z1(2VecG) 2Rep(G)
id⊠Z1(2VecG )ϕ⊠Z1(2VecG )id−−−−−−−−−−−−−−→ 2Rep(G)⊠Z1(2VecG) Z1(2VecG)⊠Z1(2VecG) 2Rep(G)≃A.

Then ψα endows a different algebraic structure on A denoted by Aα. By condensing (Aα)op, we
obtained the condensed phase D4 = 14 and the so-called twist smooth boundary of GG4

G [ZLZH+23].

3. Let H ≤ G be a subgroup. The forgetful functor f : 2Rep(G)→ 2Rep(H) is symmetric monoidal [KZ24],
which defines the condensable E1-algebra in GT4

G . By condensing 2Rep(H)op, we obtain the finite gauge
theory GT4

H as the condensed phase, i.e.,

GT4
H ≃ BMod2Rep(H)|2Rep(H)(GT

4
G)

op ≃ ΣZ1(2Rep(H)),

and a gapped domain wall M3 such that

(M, m) = (BMod2Rep(H)|2Rep(G)(3Vec), 2Rep(H)).

4. By [KTZ20b], there is a canonical braided monoidal embedding ψG : 2Rep(G)→ Z1(2VecωG ) for ω ∈
Z4(G, U(1)). Therefore, Z1(2VecωG ) ∈ Alg

c
E1
(BMod2Rep(G)|2Rep(G)(3Vec)). More generally, for a subgroup

H ≤ G and σ ∈ H4(H, U(1)), the following monoidal functor:

2Rep(G)
f
−→ 2Rep(H)

ψH−→ Z1(2VecσH)

endows the category Z1(2VecσH) with a condensable E1-algebra structure in GT4
G . By condensing it, we

obtain the double of a 3+1D twisted finite gauge theory as the condensed topological order D4, i.e.,

ΩD≃ Z1(2VecσH)⊠Z1(2VecσH)
op

as braided fusion 2-categories, and a gapped domain wall M3 such that

(M, m) = (BModZ1(2VecσH )|2Rep(G)(3Vec),Z1(2VecσH)).

This gapped domain wall was not known before.

5. We can also construct condensations from GT4
G1

to any 3+1D twisted finite gauge theory GT4
(G2,ρ) for

ρ ∈ H4(G2, U(1)). We give some examples.

(a) For a subgroup H ≤ G and σ ∈ H4(H, U(1)), the following composed monoidal functor:

2Rep(G)
f
−→ 2Rep(H)

ψH−→ Z1(2VecσH)
f
−→ 2VecσH

endows the category 2VecσH with a condensable E1-algebra structure in GT4
G . By condensing it,

we obtain the 3+1D twist finite gauge theory GT4
(H,ω).
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(b) The following monoidal functor

2Rep(G1)
f
−→ 2Vec≃ 2Vec⊠ 2Vec→ 2Vec⊠ 2VecρG2

≃ 2VecρG2

defines condensable E1-algebra 2VecρG2
in GT4

G1
. By condensing it, we obtain the 3+1D twist

finite gauge theory GT4
(G2,ρ). This condensation can be viewed as a two-step condensation: first

condense GT4
G1

to 14 then condense 14 to GT4
(G2,ρ). Of course, this two-step condensation applies

to condensations between any two non-chiral topological orders.

(c) One can always use Theoremph 3.3.30 and Corollaryph 3.3.34 to construct (or classify) examples
systematically. In this way, one can partially reduce the problem to the construction (or classifi-
cation) of 2VecG1

-2VecρG2
-bimodules. ♥

Using Theoremph 3.3.30 and Corollaryph 3.3.34, we can construct (or even classify to some extent) con-
densations from GT4

G1
to GT4

G2
by specifying a 2Rep(G1)-2Rep(G2)-bimodule X (as illustrated in the following

picture, in which we set KX := Fun2Rep(G1)|2Rep(G2)(X,X)).

2Rep(G1)

2Rep(G1)

2Rep(G2)

Z1(2Rep(G1)) Z1(2Rep(G2))

GT4
G1

GT4
G2

X

KX2Rep(G1)

AX

More precisely, given such a bimodule X, we obtain a condensable E1-algebra A
op
X

in GT4
G1

by the following
monoidal functor

2Rep(G1)→ 2Rep(G1)⊠Z1(2Rep(G1))KX ≃ Fun2Rep(G2)op(X,X) =: AX

such that condensing A
op
X

produces GT4
G2

as the condensed phase. For example, such X can be constructed
from a monoidal Rep(G1)-Rep(G2)-bimodules, such as Rep(G) for a subgroup G ≤ G1 × G2, via delooping,
i.e., X= 2Rep(G) is a 2Rep(G1)-2Rep(G2)-bimodule.

More generally, a 2Rep(G1)-2Rep(G2)-bimodule X is just a right 2Rep(G1 × G2)-module, i.e., objects in
3Rep(G2×G2). A simple object in 3Rep(G2×G2) is precisely ΣL for a fusion 1-category L over Rep(G2×G2)
(i.e., a fusion 1-category L equipped with a braided functor φ : Rep(G2×G2)→ Z1(L)) [KZZZ25]. Note that
any indecomposable multi-fusion 1-category Q Morita equivalent to L produces the same simple 2Rep(G1)-
2Rep(G2)-bimodule X, i.e., ΣL≃ ΣQ.

For example, let G ≤ G1 × G2 be a subgroup. Then Rep(G) is fusion 1-category over Rep(G2 × G2) and
X = ΣRep(G) is a right 2Rep(G1 × G2)-module35. If we require φ facts through the embedding Rep(G1 ×
G2)→ Z1(Rep(G1 × G2)), such φ’s can be classified, and it is easy to see that such obtained X are all of type
ΣRep(G)⊠ S for a separable 2-category S.

By Corollaryph 3.3.33 (2), the assignment (3.3.25) of equivalence classes, i.e.,

X 7→ Fun2Rep(G1)|2Rep(G2)(X,X)op ∈ Algc
E1
(RModZ1(2Rep(G1))(3Vec))

is bijective if we restrict the codomain to the equivalence classes within the Morita class of

2Rep(G1)⊠ 2Rep(G2)
op ∈ Algc

E1
(RModZ1(2Rep(G1))(3Vec))

(recall Remark 3.3.15).
More generally, an indecomposable condensable E1-algebra in GT4

G1
= RModZ1(2Rep(G1))(3Vec) that con-

denses to GT4
G2

is precisely an indecomposable multi-fusion 2-category K that is Morita equivalent to KX ⊠

35An indecomposable left Rep(G)-module is Rep(H,α) for a subgroup H ≤ G and α ∈ Z2(H, U(1)) (Recall Example 3.1.17). We have

the following composed braided monoidal functor Rep(G2×G2)
f
−→ Rep(G) ,→ Z1(FunRep(G)(Rep(H,α), Rep(H,α))op) which defines the

same indecomposable 2Rep(G1)-2Rep(G2)-bimodule ΣRep(G).
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T ∈ Algc
E1
(RModZ1(2Rep(G1))(3Vec)) for a bimodule X and a non-degenerate fusion 2-category T (or equiv-

alently, using the characterization of K given in Corollaryph 3.3.34). In the coordinate system GT4
G1
=

BMod2Rep(G)|2Rep(G)(3Vec)op, this algebra K is precisely the algebra A defined by the monoidal functor

2Rep(G1)→K⊠Z1(2Rep(G1)) 2Rep(G1) =: A.

In this way, we have covered all condensations from GT4
G1

to GT4
G2

.

3.3.6 Examples in higher dimensions

Example 3.3.48. Consider n+2D finite gauge theories GTn+2
G . We use the following coordinate.

GTn+2
G = BModnRep(G)|nRep(G)((n+ 1)Vec)op.

An indecomposable condensable E1-algebra in BModnRep(G)|nRep(G)((n+ 1)Vec) is precisely given by an inde-
composable multi-fusion n-category Aop equipped with a monoidal functor nRep(G)→A.

1. The canonical monoidal functors f : nRep(G)→ nVec and nRep(G)→ Fun(nRep(G), nRep(G)) define
two Lagrangian E1-algebras in GTn+2

G , which determine the rough boundary (i.e., ΩmM = nVecG)
and the smooth boundary (i.e., ΩmM = nRep(G)), respectively. The canonical forgetful functor f :
nRep(G)→ nRep(H) for a subgroup H ≤ G [KZ24] defines a condensable E1-algebra in GTn+2

G , which
produces the finite gauge theory GTn+2

H as the condensed phase. This example can be recovered as a
condensation of higher codimensional defects in Example 5.2.25. All above examples can be viewed
as special cases of more general constructions explained in Part 4 in this Example.

2. By [KTZ20b], there is a canonical braided monoidal embedding ψG : nRep(G)→ Z1(nVecωG ) for ω ∈
Zn+2(G, U(1)). Therefore, Z1(nVecωG )

op ∈ Algc
E1
(BModnRep(G)|nRep(G)((n+ 1)Vec)op). By condensing it,

we obtain the double of twisted finite gauge theory GTn+1
(G,ω) ⊠GT

n+1
(G,ω) as the condensed phase Dn+2,

i.e.,
D≃Mod

E1

Z1(nVecωG )
((n+ 1)Vec)op, ΩD≃ Z1(nVecωG )⊠Z1(nVecωG )

op

where the first equivalence is monoidal and the second one is braided monoidal, and a gapped domain
wall Mn such that

(M, m) = (BModZ1(nVecωG )|nRep(G)((n+ 1)Vec),Z1(nVecωG )).

3. For H ≤ G and σ ∈ Hn+2(H, U(1)), the composed braided monoidal functor

nRep(G)
f
−→ nRep(H)

ψH−→ Z1(nVecσH)

defines a condensable E1-algebra Z1(nVecσH)
op in BModnRep(G)|nRep(G)((n+ 1)Vec)op. By condensing it,

we obtain the double of twisted finite gauge theory GTn+1
(H,σ) ⊠GT

n+1
(H,σ) as the condensed phase Dn+2,

and a gapped domain wall Mn such that

(M, m) = (BModZ1(nVecσH )|nRep(G)((n+ 1)Vec),Z1(nVecσH)).

The following composed monoidal functor

nRep(G)
f
−→ nRep(H)

ψH−→ Z1(nVecσH)
f
−→ nVecσH

defines a condensable E1-algebra (nVecσH)
op, which determines GTn+1

(H,σ) as the condensed phase.

4. By Theoremph 3.3.30, we can construct a 1-codimensional defect condensation fromGTn+2
G1

toGTn+2
G2

by
specifying an nRep(G1)-nRep(G2)-bimodule X. More precisely, given such a X, we obtain a condensable
E1-algebra A

op
X

in GTn+1
G1

by the following monoidal functor

nRep(G1)→ FunnRep(G2)op(X,X) =: AX

such that condensing A
op
X

produces GTn+2
G2

as the condensed phase. Examples of such X can be con-
structed as follows.
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(a) The forgetful functor f : nRep(G1 × G2)→ nRep(H) for a subgroup H ≤ G1 × G2 [KZ24] defines
an nRep(G1)-nRep(G2)-bimodule X= nRep(H).

(b) A simple nRep(G1)-nRep(G2)-bimodule X is precisely a simple object in (n + 1)Rep(G1 × G2),
which is of the form ΣL for a fusion (n−1)-category L over (n−1)Rep(G1×G2) [KZZZ25]. If we
choose L = (n− 1)Rep(H), we recover the construction in (4.a). Note that any indecomposable
multi-fusion (n−1)-category Q that is Morita equivalent to L produces the same simple nRep(G1)-
nRep(G2)-bimodule X, i.e., ΣL≃ ΣQ. Note that X= nRep(H)⊠S for any separable n-category S

gives more but obvious examples. ♥

When G2 is the trivial group, such constructed condensable E1-algebras Aop
X

are all Lagrangian.

Remark 3.3.49. From all these examples and from the results of Theoremph 3.3.24, 3.3.29 and 3.3.30 and
Corollaryph 3.3.33 and 3.3.34, we can see that the mathematical theory of the condensations of 1-codimensional
defects are much simpler than that of the condensations of anyons. It is also much simpler in constructing
examples or sometimes even obtaining a classification. As we show later, it also provides some powerful tools
in the study of condensable/Lagrangian E2-algebras in (non-degenerate) braided fusion higher categories.♦

Remark 3.3.50. Since our knowledge of (braided) fusion higher categories are very limited, only explicit
examples of condensations we can provide are those in the twisted finite gauge theories in higher dimen-
sions. Actually, there are a few other workable examples from fermionic modular 2-categories [LW19, JF20].
Examples of condensations can certainly be found there. We encourage intrigued readers to work on these
cases. ♦

Before we end this section, we give a few examples of 1-codimensional defect condensations in anomalous
n+2D topological orders. More precisely, we consider condensable E1-algebras in (n+1)VecG , (n+1)Rep(G)
and (n+ 1)VecπG .

Example 3.3.51. For a finite group G, (n+ 1)VecG is the fusion (n+ 1)-category of topological defects on
a gapped boundary of the finite gauge theory GTn+3

G . The condensable E1-algebras in (n + 1)VecG are G-
graded multi-fusion n-categories, and the simple ones are G-graded fusion n-categories. A G-graded (multi-
)fusion n-category is a (multi-)fusion n-category A equipped with a G-grading, i.e., A = ⊕g∈GAg , such that
x ⊗ y ∈ Agh for any x ∈ Ag and y ∈ Ah. For example, for a subgroup H ⊆ G and ω ∈ Zn+2(H, U(1)), the
fusion n-category nVecωH is a G-graded fusion n-category with the G-grading supported on H.

For a G-graded fusion n-category A, we give a more explicit mathematical description of the left 2VecG-
module RModA(2VecG). First, similar to Example 3.3.42, we define an (n+1)-category BGA as follows: (1)
the objects are elements in G; (2) the hom n-categories are HomBGA

(g, h) := Ahg−1 ; (3) the composition
n-functors

HomBGA
(h, k)×HomBGA

(g, h) =Akh−1 ×Ahg−1 →Akg−1 = HomBGA
(g, h)

are given by the tensor product functor of A. We denote the condensation completion of BGA by ΣGA, which
is a separable (n+ 1)-category. Similar to Example 3.3.42, there is an equivalence of (n+ 1)VecG-modules
RModA((n+ 1)VecG)≃ ΣGA. ♥

Example 3.3.52. For a finite group G, (n+1)Rep(G) is the fusion (n+1)-category of topological defects on
another gapped boundary of the finite gauge theory GTn+3

G . There are two coordinates on (n+ 1)Rep(G).

• (n+1)Rep(G)≃ Fun(BG, (n+1)Vec)≃ LModnVecG
((n+1)Vec): The objects are separable n-categories

equipped with G-action. A condensable E1-algebra in (n + 1)Rep(G) is precisely a multi-fusion n-
category A equipped with a monoidal G-action (i.e., a monoidal n-functor G → Aut⊗(A)). Such A is
also called a G-equivairant multi-fusion n-category. A condensable E1-algebra A is simple if and only
if G acts transitively on the simple direct summands of the tensor unit of A.

• (n + 1)Rep(G) ≃ ΣnRep(G) ≃ RModnRep(G)((n + 1)Vec) ≃ LModnRep(G)((n + 1)Vec): The objects
are separable n-categories equipped with an nRep(G)-action. The condensable E1-algebras are multi-
fusion nRep(G)-module B, i.e., B is a multi-fusion n-category equipped with a braided monoidal n-
functor nRep(G)→ Z1(B). A condensable E1-algebra B is simple if and only if it is fusion.
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These two coordinates should again be related by equivariantization and de-equivariantization. Both no-
tions should be properly generalized to higher categories. For example, the equivariantization of A, denoted
by AG , should consist of G-equivariant objects of A. A G-equivariant object in A is an object X ∈A equipped
with an isomorphisms ug : Fg(X )≃ X for g ∈ G and Fg is the image of g in Aut⊗(A) such that the following
diagram

Fg(Fh(X ))
Fg (uh) //

≃
��

Fg(X )

ug

��
Fgh(X )

ugh // X

commutes up to higher isomorphisms. A 1-morphism should be defined by a 1-morphism in A that commutes
with ug ,∀g ∈ G. However, one can see that it is impossible to avoid the higher coherence data and the
higher morphisms in AG explicitly. It is easier to define the de-equivariantization: B 7→ BG . We define
BG := RMod[1,1](B), where 1 is the tensor unit of nVec and [1,1] is the internal hom algebra in nRep(G)
for the nRep(G)-module nVec. Therefore, the notion of a G-equivariant multi-fusion n-category can also be
understood as the de-equivariantization of a multi-fusion nRep(G)-module B.

Given a condensable E1-algebra B ∈ LModnRep(G)((n+ 1)Vec) ≃ (n+ 1)Rep(G), there is an equivalence
of (n+ 1)-categories RModB((n+ 1)Rep(G)) ≃ RModB((n+ 1)Vec) ≃ ΣB. The left (n+ 1)Rep(G)-action
on ΣB is defined by a monoidal (n+ 1)-functor

(n+ 1)Rep(G)≃ ΣnRep(G)→ ΣZ1(B)≃ Z0(ΣB),

which is induced from the braided monoidal functor nRep(G)→ Z1(B). Recall that such braided monoidal
functors nRep(G)→M for a non-degenerate braided fusion n-category M classify Lagrangian E1-algebras in
GTn+2

G by Corollary 3.3.37. ♥

Example 3.3.53. For a finite group G and π ∈ Zn+3(G, U(1)), (n+ 1)VecπG is the fusion (n+ 1)-category of
topological defects on a gapped boundary of the twisted finite gauge theory GTn+3

(G,π). It is the same (n+ 1)-
category as the (n+ 1)VecG but with the associativity twisted by π in its highest coherence data.

A simple condensable E1-algebra in (n + 1)VecπG is precisely a ‘π-twisted G-graded fusion n-category’,
which has the same defining data as a G-graded fusion n-category but with the associativity twisted by π in
its highest coherence data.

- For example, given a subgroup H ≤ G and an (n+ 3)-cochain π ∈ Cn+3(H, U(1)) such that dψ = π|H ,
there is a simple condensable E1-algebra nVecψH ∈ (n+ 1)VecπG with the obvious G-grading supported
on H and the associativity twisted by ψ in its highest coherence data. ♥

The underlying (n+ 1)-category of RModnVecψH
((n+ 1)VecπG) is (n+ 1)VecG/H ≃ (n+ 1)Vec⊕G/H . The left

(n + 1)VecπG-action on it is defined by the left translation of G on G/H. The associativity of the action is
twisted by an (n+3)-cocycle in Zn+3(G; Fun(G/H, U(1))), which is determined byψ under the isomorphism
Hn+3(H; U(1))≃ Hn+3(G; Fun(G/H, U(1))).
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4 Condensations of 2-codimensional topological defects

In previous section, we have seen that a condensation of 1-codimensional topological defects defines a phase
transition from Cn+1 to a new phase Dn+1, where both phase Cn+1 and Dn+1 are potentially anomalous
n+1D topological orders. When we restrict to the case both Cn+1 and Dn+1 are anomaly-free and simple,
both categories of topological defects C and D are determined by ΩC and ΩD, respectively. In this case,
it is possible to define a condensation in Cn+1 by condensing a 2-codimensional topological defect in ΩC
directly. When n = 2, such a condensation is precisely what was known as an anyon condensation (or
boson condensation) defined in the non-degenerate braided fusion 1-category ΩC [MS89c, BSS02, BSS03,
BS09, BSH09, BSS11, KS11a, Lev13, BJQ13, Kon14]. When Cn+1 is anomalous, it is still possible to define
a condensation of 2-codimensional topological defect A by first condensing it to a condensed defect ΣA of
codimension 1 followed by a condensation of ΣA. We postpone the study of this two-step condensation to
Section 5.

In this section, we first review the theory of anyon condensations in 2+1D anomaly-free simple topological
orders with some new details and from some new perspectives; then we generalize it to higher dimensions.

4.1 Anyon condensations in 2+1D

In Section 4.1.1, we review the main results of an algebraic bootstrap approach towards anyon condensa-
tion [Kon14] but from a new perspective of higher algebras and higher representations. We also introduce
necessary new notations along the way. In Section 4.1.2, we provide a lot of concrete examples of anyon con-
densations. In Section 4.1.3, we introduce a geometric approach, which can be generalized automatically to
higher dimensions.

4.1.1 Algebraic approach

We sketch a rederivation of the main results in [Kon14] but from a new perspective explained in Section 2.3.2.
Assume that an anyon condensation occurs in a disk-like region within a 2+1D anomaly-free simple topolog-
ical order C3 as depicted in Figure 12. We denote the condensed topological order by D3. We assume that
D3 is also simple36. We denote the gapped domain wall by M2. The categories of all topological defects in C3

and D3 are C and D, respectively; and that of topological defects of codimension 2 (or anyons) are ΩC and
ΩD, respectively. Mathematically, M2 = (M, m), where M is the category of walls conditions and m labels a
single wall condition and topological particles on M2 form a multi-fusion 1-category ΩmM.

C3

D3

M2

Figure 12: an anyon condensation in C3 depicted in the spatial dimension

Remark 4.1.1. A 2+1D topological order is well-defined on an open 2-disk (of large size) in space dimen-
sion. Roughly speaking, a 3D topological order can be viewed as a 3D fully dualizable TQFT on an open disk.
Therefore, it is natural to ask if an anyon condensation can be defined for a 3D TQFT defined on non-trivial
spacetime manifolds. Parallel to anyon condensations in 2+1D topological orders, there is a program of ‘orb-
iford construction’ (or ‘gauging defects’) in 2+1D Reshetikhin-Turaev TQFT [RT91] developed by Carqueville,
Runkel, Schaumann and Mulevicius in a series of works [CRS18, NC20, CMRSS21, Mul22, MR23, CMRSS24].

36If D3 is not simple, it simply means that the associated condensable E2-algebra A in ΩC is not simple. The result can be easily
derived from the A-being-simple case. Note that, in this case, the fact D ̸= ΣΩD adds some slight inconvenience to state the results. So
we simply leave the non-simple cases for intrigued readers.
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More precisely, they gave a state-sum construction of a new 2+1D Reshetikhin-Turaev TQFT from an old one
based on the so-called ‘an orbifold datum’. This program is not limited to 2+1D [CRS19]. ♦

It is possible to derive a precise relation among the categories ΩC,ΩD,ΩmM via natural physical require-
ments as shown in [Kon14].

1. Anyons in D3 come from those in C3. In other words, an anyon in D3 is automatically an anyon in C3,
i.e. ob(ΩD) ⊂ ob(ΩC). All fusion-splitting channels among anyons in ΩD come from those in ΩC, i.e.
homΩD(x , y) ⊂ homΩC(x , y) for x , y ∈ ob(ΩD). As a consequence, ΩD is a sub-category of ΩC.

2. The trivial particle 11D
in D, i.e., the tensor unit of ΩD, is a non-trivial particle A in ΩC unless the

condensation is trivial.

3. Similar to 1+1D cases, particle condensation is triggered by introducing interactions among particles.
For a, b ∈ ΩD ⊂ ΩC, a sub-Hilbert space a ⊗ΩD b of the Hilbert space associated to a ⊗ΩC b becomes
energy favorable due to the interaction. In other words, the condensation process produces a family
of projections (called condensation maps):

a⊗ΩC b
pa,b
−→ a⊗ΩD b, ∀a, b ∈ ΩD.

In particular, we have the following special condensation maps:

µA : A⊗ΩC A
pA,A
−→ A⊗ΩD A≃ A.

∀x ∈ ΩD, µL
x : A⊗ΩC x

pA,x
−−→ A⊗ΩD x ≃ x , µR

x : x ⊗ΩC A
px ,A
−−→ x ⊗ΩD A≃ x .

Moreover, since the trivial anyon 11C
in ΩC should condense into the trivial anyon in ΩD, we expect

to have a morphism ηA : 11C
→ A.

4. Similar to the 1+1D cases, the triple (A,µA,ηA) defines a separable algebra in ΩC satisfying a new
property: A is commutative. We do not repeat the reason provided for this commutativity in [Kon14].
Instead, we provide a new proof from the perspective of Section 2.3.2. Consider the physical con-
figuration depicted left picture in Figure 13. By the same arguements in 1+1D case, there are two
algebraic structures on A. One algebraic structure is defined for the horizontal fusion product ⊗1, i.e.
µ1

A : A⊗1 A→ A. The other is defined for the vertical fusion product ⊗2, i.e. µ2
A : A⊗2 A→ A. The

following diagram should be automatically commutative.

(A⊗1 A)⊗2 (A⊗1 A)

µ1
A⊗

2µ1
A
��

δA,A,A,A

≃
// (A⊗2 A)⊗1 (A⊗2 A)

µ2
A⊗

1µ2
A

��
A⊗2 A

µ2
A ''

A⊗1 A

µ1
AwwA

(4.1.1)

Notice that (µ2
A⊗

1 µ2
A) ◦δA,A,A,A defines an algebraic structure on A⊗1 A and (µ1

A⊗
2 µ1

A) ◦δ
−1
A,A,A,A defines

an algebraic structure on A⊗2 A. Then above commutativity diagram simply says that both morphisms
µ2

A : A⊗2 A→ A and µ1
A : A⊗1 A→ A are algebra homomorphisms.

The unit morphism ηA : 11C
→ A is the same for both algebraic structures. We obtain a commutative

diagram:

11C
⊗1 11C

ηA⊗11 //

≃

��

A⊗1 11C

1⊗ηA //

≃

��

A⊗1 A

µ1
A

zz
11C

ηA // A

where the commutativity of the left square is due to the naturalness of the vertical ≃ and that of the
right triangle is due to the unit property of (A,µ1

A,ηA). Then the commutativity of the outerdiagram
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A

A

A

A
D

x1x2

x

D

A A

A

Ax1x2

Figure 13: a deconfined particle x as an E2-A-module in ΩC

means that ηA : 11C
→ (A,µ1

A,ηA) is an algebraic homomorphism. Similarly, one can show that ηA :
11C
→ (A,µ2

A,ηA) is also an algebra homomorphism.

In summary, both µ2
A : A⊗2 A→ A and ηA are morphisms in AlgE1

(ΩC). Therefore, (A,µ2
A,ηA) defines

an algebra in AlgE1
(ΩC). In other words, A∈ AlgE1

(AlgE1
(ΩC)) =: AlgE2

(ΩC). This fact automatically
implies the compatibility between µ1

A and µ2
A and the commutativity of A. Indeed, by composing the

diagram (4.1.1) with the unit morphism ηA : 11→ A that are compatible with (2.3.5) and (2.3.6), we
obtain two commutative diagrams:

A⊗2 A ≃ //

µ2
A ""

A⊗1 A

µ1
A||

A

A⊗1 A ≃ //

µ1
A ""

A⊗1 A

µ1
A||

A

(4.1.2)

where the ‘≃’ in the first diagram is defined in (2.3.5), and the ‘≃’ in the second diagram is precisely
the braiding defined in (2.3.6).

Moreover, we require the commutative algebra A to be separable (i.e., there exists a bimodule map
∆ : A→ A⊗A such that m◦∆= idA). Mathematically, this condition is needed for ΩD and ΩmM to be
separable 1-categories. Physically, this condition is a stability condition of the vacuum A as explained
in [Kon14]. A commutative separable algebra in ΩC is called a condensable E2-algebra in ΩC. Such an
algebra is also equipped naturally with a Frobenius algebra structure (see [FRS02, Kon14]). We use
the notation A∈ Algc

E2
(ΩC) to represent the statement that A is a condensable E2-algebra in ΩC. Since

D3 is simple, A must be simple (i.e., dimhomC(11C
, A) = 1). A general condensable E2-algebra in a

braided fusion 1-category is a direct sum of simple ones.

5. Anyons in ΩD are deconfined particles, which are necessarily endowed with a 2-dimensional action
of the trivial particle 11D

= A in ΩD. Mathematically, it amounts to say that anyons in ΩD are E2-
A-modules (or local A-modules) in ΩC. We explain this fact in a few steps from the perspective of
Section 2.3.2.

- For A, B ∈ Algc
E2
(ΩC), both categories LModA(ΩC) andRModA(ΩC) are monoidal with the monoidal

structures defined as follows (see Remark 4.1.3 for another monoidal structure).

x
y

ΩC

µ→x

µ←x

ν→y

ν←y

ν↓y

µ↑x

A A

B B

B

Ax1x2

(4.1.3)

(a) The tensor unit in LModA(ΩC) is A and the tensor product is given by ⊗1
A, which needs an

explanation. Note that the left A-action µ↑A : A⊗2 x → x induces two horizontal A-actions
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on x (denoted by µ←A and µ→A ) by diabatic moves as illustrated in the picture in (4.1.3).
These two horizontal A-actions induces a tensor product x ⊗1

A x ′ defined by the coequalizer
of x ⊗1 A⊗1 x ′ ⇒ x ⊗1 x ′ for x , x ′ ∈ LModA(ΩC). Note that x ⊗1

A x ′ has a structure of left
A-module induced from that of x .

(b) The tensor unit in RModB(ΩC) is B and the tensor product is given by ⊗1
B, which needs an

explanation. Note that the right B-action ν↓y : B ⊗2 y → y induces two horizontal B-actions
on y (denoted by ν←y and ν→y ) by diabatic moves as illustrated in the picture in (4.1.3).
These two horizontal B-actions induces a tensor product y ⊗1

B y ′ defined by the coequalizer
of y ⊗1 B⊗1 y ′⇒ y ⊗1 y ′ for y, y ′ ∈ RModB(ΩC). Note that y ⊗1

B y ′ has a structure of right
A-module induced from that of y ′.

As a consequence, the category BModA|B(ΩC) inherits a natural monoidal structure due to the
following equivalence of 2-categories:

BModA|B(ΩC)≃ LModA(ΩC)⊠ΩC RModB(ΩC). (4.1.4)

More explicitly, the tensor product in BModA|B(ΩC), denoted by ⊗1
A|B, is the one induced from

the tensor product ⊗1
A⊠ΩC ⊗

1
B in LModA(ΩC)⊠ΩC RModB(ΩC). The tensor unit in BModA|B(ΩC)

is A⊗2 B, which is induced from the tensor unit A⊠ΩC B in LModA(ΩC) ⊠ΩC RModB(ΩC). The
physical meaning of this tensor product is illustrated in a special case in (4.1.5).

- We are only interested in the case B = A. In this case, Mod
E1
A (ΩC) = BModA|A(ΩC) is equipped

with the monoidal structure with the tensor product ⊗1
A|A and the tensor unit A⊗2 A. Note that the

E2-algebra structure on A∈ Algc
E2
(ΩC) endows A with a structure of an E1-algebra in Mod

E1
A (ΩC).

In particular, the multiplication is given by µ1
A : A⊗1 A→ A, and the unit morphism is given by

µ2
A : A⊗2 A→ A, which is an algebra homomorphism. Namely, A∈ Algc

E1
(Mod

E1
A (ΩC)). Note that,

in this case, the tensor unit A⊗2 A is not simple, and A is a direct summand of the tensor unit.
By the structure theorem of a multi-fusion 1-category, Mod

E1
A (Mod

E1
A (ΩC)) is a full subcategory

of Mod
E1
A (ΩC).

- For x ∈Mod
E1
A (ΩC), the left (A⊗2 A)-action on x is illustrated below.

(A⊗2 A)⊗1
A|B (x) =

ΩC A⊗1
B B
⊗2

B
x
⊗2

A
A⊗1

A Ax1x2

≃
−→ x (4.1.5)

The right (A⊗2 A)-actions on x is similar. Note that x ∈ Mod
E1
A (Mod

E1
A (ΩC)) if and only if the

left (resp. right) (A⊗2 A)-actions on x factor through A= A⊗2
A A. This condition is equivalent to

the conditions that µ→x = ν
→
x (resp. µ←x = ν

←
x ). These conditions are further equivalent to the

commutativity of the following diagram (where we set µ↓x = ν
↓
x):

x ⊗2 A
≃

$$
µ↓x

��
A⊗1 x

≃
::

µ→x // x x ⊗1 A

≃zz

µ←xoo

A⊗2 x

≃

dd

µ↑x

OO (4.1.6)

where all ‘≃’ are defined by (2.3.5) or its inverse. The composition of adjacent two such ≃’s
defines a braiding as in (2.3.6) and (2.3.7). Such a module x , i.e. equipped with a 2-dimensional
A-actions, is called an E2-A-module. As a consequence, we have provided a physical proof of the
following equivalence of 1-categories:

ModE2
A (ΩC)≃Mod

E1
A (Mod

E1
A (ΩC)), (4.1.7)
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which is a special case of a more general result (see Corollary 5.2.5). An E2-A-module in ΩC is
precisely a local A-module in the usual sense [KO02, FFRS06, Kon14]). It is clear that A itself is
an E2-A-module.

6. Note thatMod
E1
A (ΩC) has another natural monoidal structure with the tensor product⊗2

A and the tensor
unit A. The category Mod

E1
A (Mod

E1
A (ΩC)) is naturally equipped with two tensor products ⊗2

A and ⊗1
A

that defines an E2-monoidal structure on Mod
E1
A (Mod

E1
A (ΩC)).

7. If the commutativity of the diagram in (4.1.6) does not hold, this non-commutativity causes a strong
interference effect around the x-particle that confines the particle. Such confined particles are neces-
sarily confined to the gapped domain wall M2 between C3 and D3. As a consequence, particles on the
wall M2 = (M, m) form a fusion 1-category ΩmM= RModA(ΩC).

Remark 4.1.2. Note that the notion of an E2-A-module for an E2-algebra A in ΩC is defined by four actions
µ→x ,µ↓x ,µ←x ,µ↑x in four directions such that they are mutually commuting in the sense that the following
diagram:

A⊗2 (A⊗1 x) ≃ //

1A⊗2µ→A
��

A⊗1 (A⊗2 x)

µ↑A
��

A⊗2 x

µ↑x %%

A⊗1 x

µ→xyy
x

(4.1.8)

and other similar diagrams commute, and are isomorphic in the sense of (4.1.6). In other words, there is
essentially only one 2-dimensional A-action on x . This notion immediately generalizes to the notion of an
Ek-B-module for an Ek-algebra B in an Ek-monoidal category (see Definition 5.2.4 and Corollary 5.2.5). ♦

Remark 4.1.3. Actually, BModA|A(ΩC) is equipped with the second monoidal structure with the usual tensor
product ⊗2

A and the tensor unit A. These two monoidal structures are not equivalent. They can be obtained
from two different fusion processes, respectively, as illustrated below.

LModA(ΩC) RModA(ΩC)

Mod
E2
A (ΩC) Mod

E2
A (ΩC)

ΩC

(BModA|A(ΩC),⊗1
A|A, A⊗ A)

LModA(ΩC) RModA(ΩC)

ΩC ΩC

Mod
E2
A (ΩC)

(BModA|A(ΩC),⊗2
A, A)

We want to emphasize that the existence of multiple higher monoidal structures on a single higher category
is a ubiquitous and important feature of higher categories and higher condensation theory. ♦

In summary, we obtain the following categorical description of an anyon condensation.

Theoremph 4.1.4 ([Kon14]). If an anyon condensation in a 2+1D anomaly-free simple topological order
C3 produces an anomaly-free simple condensed phase D3 and a gapped domain wall M2 (see Figure 12 and
the picture below).

−⊗ A

ΩC

Mod
E2
A (ΩC)

RModA(ΩC)

1. The vacuum particle in ΩD can be identified with a simple condensable E2-algebra A in ΩC, which is a
composite boson37 (see Remark 4.1.6). Moreover, ΩD consists of all deconfined particles and can be
identified with the category ModE2

A (ΩC) of E2-A-modules (or equivalently, local A-modules) in C, i.e.,
ΩD=ModE2

A (ΩC).
37It is really a boson condensation [BSS03, BS09] instead of an ‘anyon condensation’, a term which is wildly used in literature.
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2. Particles on the wall M2 = (M, m) include all confined and deconfined particles, and can be identified
with the fusion 1-category ΩmM= RModA(ΩC).

3. Anyons in ΩC move to the wall according to the central functor38 −⊗ A: ΩC→ RModA(ΩC) defined
by x 7→ x ⊗ A for all x ∈ ΩC.

4. Anyons in ΩD move to the wall according to the embedding ModE2
A (ΩC) ,→ RModA(ΩC), then can

move out to the D3-side freely.

If A is also Lagrangian, i.e. (dim A)2 = dim(ΩC) [KR09, DMNO13], we have ΩD = ModE2
A (ΩC) ≃ Vect

[DMNO13]39. In this case, M2 is a gapped boundary of C3 and consists of all confined particles and decon-
fined particles. □

Remark 4.1.5. Different from the condensation of 1-codimensional defects (recall Theoremph 3.2.3), such
defined anyon condensation process can not be reversed mathematically. More precisely, there is no con-
densable E2-algebra in ΩD such that its condensation in D3 reproduces C3. The simplest way to see this fact
is through the following formula of quantum dimensions:

dim ModE2
A (ΩC) =

dimΩC
(dim A)2

. (4.1.9)

Since dim A> 1 if A ̸= 11C
, a non-trivial particle condensation in ΩC always reduces the quantum dimension.

Therefore, there is no way to find a condensable E2-algebra in ΩD to reproduce ΩC. On the other hand, the
phase transition can always run in the reversed direction. This shortcoming can be fixed by taking all 1-
codimensional topological defects in C3 into account as in Section 3. ♦

Remark 4.1.6. When we derive the properties of the condensable E2-algebra A in C, we have ignored some
properties that have played important roles in [Kon14].

1. We do not emphasize the unitary structure and the Frobenius algebra structures (as in Remark 3.2.1),
which allows us to obtain a lot of graphic constructions of ingredients of the condensed phases, such as
the screening operator [Kon14, Eq. (20)]. The reason is that the mathematical theory of unitary higher
categories (see [FHJFK+24] for a recent progress) and that of Frobenius algebras in higher monoidal
categories are still underdeveloped.

2. Another important property of A is that it should preserves the twist (or the topological spin) [Kon14,
Eq. (12)]. As a consequence, A must have a trivial twist, i.e., θA = idA. It further means that A is
a composite boson. This, of course, is a fundamental physical result. In 2+1D, however, a simple
condensable E2-algebra A is automatically equipped with a structure of a simple special symmetric
Frobenius algebra [FRS02, Kon14], which automatically implies that θA = idA. In higher dimensions,
it is not clear to us how to generalize the notion of a twist to higher categories. We believe that this
is a very important question because it allows us to define or characterize the statistical properties of
higher dimensional topological defects. We hope to come back to this point in the future. ♦

Remark 4.1.7. We give a brief remark on later developments. After the categorical description of an anyon
condensation fully established in [Kon14] (see Theoremph 4.1.4), some further discussions and explanations
of this categorical description appeared in literature [ERB14, HW15, NHvKSB16a, NHvKSB16b] (see [Bur18]
for a physical but not very categorical review). The anyon condensation theory for 2+1D topological orders
was used and generalized to 2+1D SPT/SET orders [HW14, LKW16a, LKW16b, JR17, BJLP19]. Recently,
anyon condensation theory has been used systematically in the study of topological phase transitions in 1+1D
[CJKYZ20, CW23, LY23, CJW22, CAW24]. More importantly, since the anyon condensation theory summa-
rized in Theoremph 4.1.4 is model independent, as it was emphasized in [Kon14], “to tell a complete story
of anyon condensation, one would like to really write down a Hamiltonian system that can realize a given
phase transition”. The microscopic or physical constructions of anyon condensations started in the tensor
network approach [DIHVS17, GRIPG17, XZZ20]. The lattice model constructions of anyon condensations
appeared only recently [HHHW22, ZHWHW23, CGHP23, LB24, ZW24]. We do expect more progress in this
direction in the coming future. Anyon condensations were also used recently to study more realistic physical
systems [ZVW24, CGS24]. ♦

38Being a central functor means that −⊗ A factors through a braided monoidal functor g : ΩC→ RModA(ΩC), i.e. it coincides with

the composed functor ΩC
g
−→ Z1(RModA(ΩC))

f
−→ RModA(ΩC), where f is the forgetful functor.

39This fact follows immediately from the formula (4.1.9) of quantum dimensions.
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4.1.2 Examples

Example 4.1.8. Take C3 to be the 2+1D Z2 topological order, which is realizable by the 2+1D toric code
model [Kit03]. In this case, the category of particles in C3 is ΩC= Z1(Rep(Z2)), which is the Drinfeld center
of Rep(Z2). It contains four simple anyons 1, e, m, f with the fusion rule

e⊗ e ≃ m⊗m≃ f ⊗ f ≃ 1, f ≃ e⊗m≃ m⊗ e.

The double braiding of e with m is −1. The self-braiding of e and m are trivial, and the self-braiding of
f is −1. There are two nontrivial condensable E2-algebra Ae = 1 ⊕ e and Am = 1 ⊕ m, both of which are
Lagrangian.

1. The multiplication of Ae is given by

Ae ⊗ Ae = 1⊗ 1⊕ e⊗ e⊕ 1⊗ e⊕ e⊗ 1= (1⊕ 1)⊕ (e⊕ e)
(1 1 )⊕(1 1 )
−−−−−−−→ 1⊕ e = Ae,

and the unit of Ae is 1
1⊕0
−−→ 1 ⊕ e = Ae. It is separable because the following morphism is an Ae-Ae-

bimodule map:

Ae = 1⊕ e

�

1/2
1/2

�

⊕
�

1/2
1/2

�

−−−−−−−−→ (1⊕ 1)⊕ (e⊕ e) = 1⊗ 1⊕ e⊗ e⊕ 1⊗ e⊕ e⊗ 1= Ae ⊗ Ae.

Since dimZ1(Rep(Z2)) = 4 and dim Ae = 2, Ae is Lagrangian, i.e. ModE2
Ae
(ΩC) ≃ Vec. Condensing Ae

produces the trivial 2+1D topological order and a gapped 1+1D boundary of C3, which is called the
rough boundary [BK98]. There are two simple anyons on the rough boundary, which correspond to two
simple right Ae-modules: one is Ae itself, and the other one is the free module Me := m⊗ Ae = f ⊗ Ae.
The fusion rule is given by Me⊗Ae

Me ≃ Ae and the associator is trivial. Hence RModAe
(Z1(Rep(Z2)))≃

Rep(Z2). The right module Me is not local because the double braiding of e and m is −1. Thus Ae itself
is the only simple local Ae-module.

2. Similarly, the multiplication of Am is given by

Am ⊗ Am = 1⊗ 1⊕m⊗m⊕ 1⊗m⊕m⊗ 1= (1⊕ 1)⊕ (m⊕m)
(1 1 )⊕(1 1 )
−−−−−−−→ 1⊕m= Am,

and the unit of Am is 1
1⊕0
−−→ 1⊕m= Am. Again Am is Lagrangian. Condensing Am gives the trivial phase

and also produces a gapped boundary of the 2+1D Z2 topological order, which is called the smooth
boundary. There are two simple anyons on the smooth boundary, which correspond to two simple right
Am-modules: one is Am itself, and the other one is the free module Mm := e⊗Am = f ⊗Am. The fusion
rule is given by Mm ⊗Am

Mm ≃ Am and the associator is trivial. Hence RModAm
(Z1(Rep(Z2))) ≃ VecZ2

.
The right module Am is local but Mm is not. ♥

Example 4.1.9. Consider the 2+1D twisted Z2 topological order GT3
(Z2,ω), where ω ∈ Z3(Z2; U(1)) repre-

sents the nontrivial cohomology class in H3(Z2; U(1)) ≃ Z2. More explicitly we take ω(1, 1,1) = −1 and
ω(a, b, c) = 1 if one of a, b, c is 0. Note that GT3

(Z2,ω) can be realized by the double semion model. In this
case, the category of anyons is given by the Drinfeld center of VecωZ2

, i.e., ΩGT(Z2,ω) = Z1(VecωZ2
). There are

four simple anyons 1, s, s̄, ss̄ in Z1(VecωZ2
) with the following fusion rules:

s⊗ s ≃ s̄⊗ s̄ ≃ 1, ss̄ ≃ s⊗ s̄ ≃ s̄⊗ s.

The double braiding of s and s̄ is trivial. The self-braiding of s is i, the self-braiding of s̄ is −i, and the
self-braiding of ss̄ is 1.

There is only one nontrivial condensable E2-algebra A= 1⊕ ss̄. The multiplication is given by

A⊗ A= 1⊗ 1⊕ ss̄⊗ ss̄⊕ 1⊗ ss̄⊕ ss̄⊗ 1= (1⊕ 1)⊕ (ss̄⊕ ss̄)
(1 1 )⊕(1 1 )
−−−−−−−→ 1⊕ ss̄ = A.

Condensing A produces a gapped boundary of GT3
(Z2,ω). There are two simple anyons on this boundary

corresponding to two simple right A-modules: one is A it self, and the other is the free module Ms := s⊗A≃
s̄⊗A. The fusion rule is given by Ms⊗A Ms ≃ A but the associator is non-trivial. We have RModA(Z1(VecωZ2

))≃
VecωZ2

. The right module Ms is not a local module because the double braiding of s and ss̄ is i. ♥

97



Example 4.1.10. A 2+1D topological order C3 is called abelian if for every simple anyon x there is an anyon
x∗ satisfying x ⊗ x∗ ≃ 1 ≃ x∗ ⊗ x . Thus the category ΩC of anyons is pointed in the sense that every simple
object is invertible under the tensor product. In other words, the simple anyons form a finite abelian group
under the fusion, denoted by G. Then for every x , y ∈ G we define q(x) ∈ U(1) to be the self-braiding of x
and b(x , y) ∈ U(1) to be the double braiding of x with y . Then we have

b(x , y) =
q(x y)

q(x)q(y)

and b : G × G → U(1) is a bi-character, i.e., b(x y, z) = b(x , z)b(y, z) for all x , y, z ∈ G. We say that q : G →
U(1) is a qudratic form and (G, q) is a metric group. The pointed braided fusion category ΩC is completely
determined by the metric group (G, q) consisting of simple anyons and self-braidings.

The condensable E2-algebras in ΩC are classified by subgroups H ≤ G such that q(x) = 1 for all x ∈
H. Such a subgroup is called an isotropic subgroup. We denote the corresponding algebra by AH . The
multiplication of AH is given by

AH ⊗ AH =
⊕

g,h∈H

g ⊗ h
δgh,k ·φ(g,h)
−−−−−−→
⊕

k∈H

k = AH

for some 2-cochain φ ∈ C2(G; U(1)) such that dφ coincides with the associator of simple anyons in H.
Indeed, the associator of simple anyons in H must be a coboundary by the isotropic condition. All simple
right AH -modules are free modules, i.e., of the form x ⊗ AH for some x ∈ G. Two simple modules x ⊗ AH
and y ⊗ AH are isomorphic if and only if x and y lie in the same coset of H in G, i.e., x−1 y ∈ H. The
fusion rule simple right AH -modules is given by the multiplication of the quotient group G/H. Therefore, the
fusion category RModAH

(ΩC) is a pointed fusion category with the group of simple objects being G/H. The
associator can be found in [DS18, Theorem A.1.4]. A simple right AH -module x ⊗AH is local if and only if x
has trivial double braiding with all y ∈ H. We define H⊥ := {x ∈ G | b(x , y) = 1, ∀y ∈ H}. Then the local
AH -modules form a pointed modular tensor category with the group of simple objects being H⊥/H, and the
self-braiding is the restriction of q on H⊥/H. Hence AH is Lagrangian if and only if H⊥ = H. A subgroup
H ≤ G is called Lagrangian if H = H⊥. Lagrangian algebras in ΩC one-to-one correspond to Lagrangian
subgroups of G.

Both the 2+1D Z2 topological order and twisted Z2 topological order are abelian topological orders (see
Example 4.1.8 and Example 4.1.9).

1. The Z2 topological order corresponds to G = Z2 ×Z2 and q(a, b) = (−1)ab. There are two nontrivial
isotropic subgroup generated by (1, 0) = e and (0, 1) = m, and both of them are Lagrangian.

2. The twisted Z2 topological order corresponds to G = Z2 ×Z2 and q(a, b) = ia
2−b2

. The only nontrivial
isotropic subgroup is generated by (1, 1) = ss̄ and it is Lagrangian. ♥

Example 4.1.11. Let G be a finite group. Anyons in the 2+1D G-gauge theoryGT3
G (realizable by the Kitaev’s

quantum double model [Kit03]) form a non-degenerate braided fusion 1-category Z1(VecG) ≃ Z1(Rep(G)),
which is the Drinfeld center of VecG or Rep(G). An object in Z1(VecG) is a finite-dimensional G-graded vector
space V =
⊕

g∈G Vg equipped with a G-action ρ : G → GL(V ) such that ρ(g)(Vh) ⊆ Vghg−1 for all g, h ∈ G.
The tensor product in Z1(VecG) is the tensor product of G-graded vector spaces with the diagonal G-action,
and the tensor unit is 1e ∈ VecG with the trivial G-action. The braiding cX ,Y : X ⊗ Y → Y ⊗ X is defined by
cX ,Y (x⊗ y) = g(y)⊗ x for x ∈ X g , y ∈ Y [Dav10b]. The condensable E2-algebras in Z1(VecG) are completely
classified in [Dav10b]. We list some examples here.

1. Let Fun(G) be the space of C-valued functions on G. We equipped Fun(G) with the left translation
G-action:

(g ▷ f )(h) := f (g−1h), g, h ∈ G, f ∈ Fun(G).

We can also equip Fun(G) with the right translation G-action (g ▷ f )(h) := f (hg), but these two G-
representations are isomorphic. Then we equip Fun(G)with the G-grading concentrating on the trivial
degree, i.e.,

Fun(G)g =

¨

Fun(G), g = e,

0, g ̸= e.
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Then Fun(G) can be viewed as an object in Z1(VecG). It is also a condensable E2-algebra in Z1(VecG)
with the point-wise multiplication:

( f · f ′)(g) := f (g) f ′(g), f , f ′ ∈ Fun(G), g ∈ G.

Let δg ∈ Fun(G) be the delta function on g ∈ G. Then {δg}g∈G is a basis of Fun(G) and the multiplica-
tion is given by δg ·δh = δg,hδg . The simple right Fun(G)-modules are {Mg}g∈G where Mg is the same
as Fun(G) as G-representations but equipped with the different G-grading:

δh ∈ (Mg)hgh−1 , g, h ∈ G.

In particular, Me is the regular Fun(G)-modules. The fusion rule is Mg⊗Fun(G)Mh ≃ Mgh and the fusion
category RModFun(G)(Z1(VecG)) is equivalent to VecG . The only local Fun(G)-module is Fun(G) itself.
Thus Fun(G) ∈ Z1(VecG) is a Lagrangian algebra.

2. For any subgroup H ≤ G, the space Fun(G/H) of C-valued functions on the coset space G/H equipped
with the left translation G-action, the trivial G-grading and the point-wise multiplication is a condens-
able E2-algebra. The modular tensor category of local Fun(G/H)-modules is equivalent to Z1(VecH),
and the fusion category of right Fun(G/H)-modules is equivalent to the E1-centralizer of VecH in VecG .
Two algebras Fun(G/H) and Fun(G/K) are isomorphic if and only if two subgroups H and K are
conjugate to each other in G.

3. Let C[G] be group algebra of G. It has a basis {τg}g∈G with the multiplication defined by τg ·τh = τgh
for all g, h ∈ G. We equip C[G] with the canonical G-grading that τg ∈ C[G]g and the conjugation
G-action that g ▷ τh := τghg−1 . Then C[G] is a condensable E2-algebra in Z1(VecG). Note that the
multiplication of C[G] is not commutative in Vec when G is non-abelian, but is commutative in Z1(VecG)
because the self-braiding of C[G] in Z1(VecG) is nontrivial due to the conjugation G-action. Every
simple right C[G]-module is isomorphic to V ⊗C[G] for some irreducible G-representation V , viewed
as an object in Z1(VecG) with the G-grading concentrating on the trivial degree. The fusion category
RModC[G](Z1(VecG)) is equivalent to Rep(G). The only local C[G]-module is C[G] itself. Thus C[G] ∈
Z1(VecG) is a Lagrangian algebra.

4. For any α ∈ Z2(G; U(1)), the twisted group algebra C[G,α] is generated by {τg}g∈G subject to the
relation that τg ·τh = α(g, h)τgh for all g, h ∈ G. We equip C[G,α] with the canonical G-grading and
the conjugation G-action:

g ▷ τh =
α(g, h)

α(ghg−1, g)
τghg−1 .

Then C[G,α] ∈ Z1(VecG) is a Lagrangian algebra and we still have RModC[G,α](Z1(VecG))≃ Rep(G).

5. The Lagrangian algebras in Z1(VecG) are classified by pairs (H,α), where H ≤ G is a subgroup and
α ∈ Z2(H; U(1)) is a 2-cocycle. We denote the corresponding algebra by AH,α. It is the induced
representation of the twisted group algebra:

AH,α = IndG
H C[H,α].

Two Lagrangian algebras AH,α and AK ,β are isomorphic if and only if there exists an element g ∈ G
such that gH g−1 = K and [α] = [g∗β] ∈ H2(H; U(1)), where g∗ : Z2(K; U(1))→ Z2(H; U(1)) is the
pullback morphism induced by the conjugation of g.

For example, when G = S3, there are 4 subgroups up to conjugation: {e}, Z2, Z3 and S3. For each
subgroup K the cohomology group H2(K , U(1)) is trivial. Therefore, there are 4 Lagrangian algebras in
Z1(Rep(S3)) ≃ Z1(VecS3

) [Dav10b, Section 4.2]. See also [CCW16, Section 3.8] for the condensation
of these Lagrangian algebras.

6. When G is abelian, we can give a more explicit construction of the Lagrangian algebras AH,α. In this
case Z1(VecG) is pointed, and the corresponding metric group is (G× Ĝ,χ), where Ĝ := Hom(G; U(1))
is the dual group of G and χ(g,φ) := φ(g). Given a 2-cocycle α ∈ Z2(G; U(1)), its anti-symmetrization
αa is defined by

αa(g, h) :=
α(g, h)
α(h, g)

, g, h ∈ G.
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The cocycle condition implies that αa : G × G → U(1) is a bi-character. We denote the space of
anti-symmetric bi-characters on G by Alt2(G; U(1)). Then α 7→ αa defines a group homomorphism
Z2(G; U(1))→ Alt2(G; U(1)). Moreover, if α is a coboundary, then αa is trivial. Hence we get a group
homomorphism H2(G; U(1)) → Alt2(G; U(1)). Indeed, this is an isomorphism because every sym-
metric 2-cocycle must be a coboundary. The Lagrangian subgroups of (G × Ĝ, q) are parametrized by
(H, [α]), where H ≤ G is a subgroup and [α] ∈ H2(H; U(1)). The corresponding Lagrangian subgroup
of (G × Ĝ,χ) is

LH,[α] := {(h,φ) ∈ G × Ĝ | h ∈ H, φ|H = αa(h,−)}.

This gives all Lagrangian algebras in Z1(VecG). ♥

Example 4.1.12 ([DS17]). We consider 2+1D twist finite gauge theory GT3
(G,ω). Its category of anyons is

given by ΩGT(G,ω) = Z1(VecωG ). The classification of simple condensable E2-algebras and Lagrangian algebras
in Z1(VecωG ) are studied in [DS17]. More precisely, the Lagrangian algebras in Z1(VecωG ) are classified by the
pairs (H, [α]) up to conjugation, where H ≤ G is a subgroup such that [ω]|H ∈ H3(H, U(1)) is trivial and
[α] ∈ H2(H, U(1)). ♥

Example 4.1.13 ([BS09, CJKYZ20]). A very classical example of anyon condensation is the condensation
from double Ising to toric code. It was first studied by Bais and Slingerland in [BS09]. The complete details
of this example had been worked out in [CJKYZ20]. We briefly summarize the result below. The object

A= 1⊠ 1⊕ψ⊠ψ ∈ ΩIs⊠ΩIsop ≃ Z1(ΩIs)

has a canonical structure of a condensable E2-algebra in Z1(ΩIs). It can be explicitly defined (see for example
[CJKYZ20, Example 7]). There are six simple right A-modules in ΩIs:

1 := A, e := (σ⊠σ), m := (σ⊠σ)tw, f := (ψ⊠ 1)⊗ A,

χ+ := (1⊠σ)⊗ A, χ− = (σ⊠ 1)⊗ A, (4.1.10)

among which 1, e, m, f are E2-A-modules (or local A-modules) and χ± are non-local A-modules. Moreover,
the fusion and braiding structures on 1, e, m, f are the same as those on the 4 simple anyons in the 2+1D
toric model, i.e. ModE2

A (Z1(ΩIs))≃ Z1(Rep(Z2)). ♥

Example 4.1.14. Let V be a rational vertex operator algebra (VOA). Then the category ModV of V -modules
is a modular tensor category [Hua08]. The simple condensable E1-algebras in ModV are open-string VOAs
over V [HK04], and the simple condensable E2-algebras in ModV are VOA extensions of V [HKL15]. If
V ,→W is an extension of VOAs, then ModE2

W (ModV )≃ModW as modular tensor categories. More generally,
if VL , VR are rational VOAs, the simple condensable E2-algebras in ModVL⊗V̄R

≃ ModVL
⊠ModVR

are full field
algebras over VL⊗ V̄R [Kon07], and the Lagrangian algebras are precisely modular invariant CFTs over VL⊗ V̄R
[KR09]. When VL = VR = V , there is a well-known Lagrangian algebra

⊕

m∈Irr(ModV )

m⊠m∗ ∈ModV ⊠ModV ≃ModV⊗V̄ ,

and this modular invariant CFT is also called the “charge conjugation construction” or the “Cardy case”.
Under the canonical equivalence ModV ⊠ModV ≃ Z1(ModV ), this Lagrangian algebra is also the full center
[FFRS06, KR09, Dav10a] of the tensor unit 1 = V ∈ModV . In this case, Lagrangian algebras in Z1(ModV )
one-to-one correspond to indecomposable ModV -modules in 2Vec [KR08]. ♥

Example 4.1.15. Let k be a non-negative integer and Ck := C(sl2, k) be the category of integrable modules
over csl2 of level k. It is also equivalent to the semisimple part of the category of finite-dimensional represen-
tations over the quantum group Uq(sl2) with q = exp( iπ

k+2 ). Then Ck is a modular tensor category and it has
k+ 1 simple objects, denoted by V0, . . . , Vk.

The indecomposable finite semisimple modules over Ck are one-to-one corresponding to simply laced
Dynkin diagrams of type A, D, E with Coxeter number k+ 2 [Ost03a], and the simple objects of the module
correspond to the vertices of the Dynkin diagram. Moreover, each module of type An, D2n, E6, E8 is equivalent
to the category of right modules over a unique simple condensable E2-algebra in Ck, and this is also a complete
classification of simple condensable E2-algebras in Ck [KO02].
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• Type An for n = k + 1. The corresponding module is Ck itself as a regular Ck-module. It is equivalent
to the category of right modules over the tensor unit 1= V0.

• Type Dn for 2n = k + 4. In this case k must be even. Then V0 ⊕ Vk ∈ Ck is a simple condensable
E1-algebra. The corresponding module is RModV0⊕Vk

(Ck). The algebra V0 ⊕ Vk is commutative if and
only if k is divided by 4 (i.e., n is even).

• Type E6. In this case k = 10. There is a VOA extension (csl2)10 ,→ (Ósp4)1, which gives a simple con-
densable E1-algebra in C10 with the underlying object V0 ⊕ V6. The corresponding module over C10 is
RModV0⊕V6

(C10).

• Type E7. In this case k = 16. There is no VOA extension of (csl2)16, but an VOA extension (csl2)16 ⊗
(csl3)6 ,→ (cE8)1. The corresponding module over C16 can be constructed from this VOA extension. See
[Ost03a, Proof of Theorem 6] for more details.

• Type E8. In this case k = 28. There is a VOA extension (csl2)28 ,→ (cG2)1, which gives a simple condens-
able E1-algebra in C10 with the underlying object V0⊕ V10⊕ V18⊕ V28. The corresponding module over
C28 is RModV0⊕V10⊕V18⊕V28

(C28).

Equivalently, this also gives the complete classification of Lagrangian algebras in Z1(Ck). As explained in

Examle 4.1.14, these Lagrangian algebras are modular invariant CFTs over (csl2)k ⊗ (csl2)16. The partition
functions of these CFTs, or the underlying objects of these Lagrangian algebras, can be found in [DFMS97,
Chapter 17] for example. ♥

Remark 4.1.16. Some examples of anyon condensations from para-fermions to finite gauge theories can be
found in [LY23]. More examples in lower rank braided fusion 1-categories can be found in [Kik23b, Kik23a,
KKH24, Kik24]. ♦

4.1.3 Geometric approach

Now we take a geometric approach towards to the anyon condensation theory in (2+1)D. The physical or
geometric intuitions behind it naturally generalize to higher dimensions.

The setup is the same one given in Figure 12. Recall that the anyon condensation is determined by a
condensable E2-algebra A in ΩC, and we have ΩD ≃ ModE2

A (ΩC), ΩmM ≃ RModA(ΩC). We show that the
algebra A can be constructed geometrically. We start from recalling a known result.

Lemma 4.1.17 ([Zhe17]). Let ΩC,ΩD be non-degenerate braided fusion 1-categories and ΩmM a closed
milti-fusion ΩC-ΩD-bimodule. We have canonical monoidal equivalences

ΩmM⊠ΩD ΩmM
rev ≃
−→ FunΩC(ΩmM,ΩmM), x ⊠D y 7→ x ⊙−⊙ y (4.1.11)

ΩmM⊠ΩC ΩmM
rev ≃
−→ FunΩD(ΩmM,ΩmM), x ⊠ΩC y 7→ x ⊙−⊙ y. (4.1.12)

This Lemma says that if we squeeze ΩmM and ΩmM
rev along ΩC in the following physical configuration,

ΩD ΩC

ΩmM

ΩD

ΩmM

Squeeze
⇝ ΩD

ΩmM
rev

ΩD

ΩmM
rev

ΩmMΩmM

FunΩD(ΩmM,ΩmM)
= ΩD

ΩmM
revΩmM
rev

ΩmMΩmM

ΩmM

(ΩmM)op

(4.1.13)

we obtain a domain wall whose particles form the fusion 1-category FunΩD(ΩmM,ΩmM). The “=” is due to

the equivalence FunΩD(ΩmM,ΩmM)≃ ΩmM
op⊠ΩDM, which maps idΩmM

to
∫ ΩD

x∈M xR⊠ΩD x . The notation
∫ ΩD

x∈M is called an ‘ΩD-module end’ and is explained in Example A.2.12 in Appendix A.2. The domain wall
FunΩD(ΩmM,ΩmM) without specifying a particle on it can be understood as the particle is trivial. Then we
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obtain the following physically equivalent configurations.

ΩD

ΩmM
rev

ΩD

ΩmM
rev

ΩmMΩmM

FunΩD(ΩmM,ΩmM)
=

∫ ΩD

x∈M

ΩD

ΩmM
rev

ΩD

ΩmM
rev

ΩmMΩmM

ΩD
x

xR

=

∫ ΩD

x∈M

ΩD

ΩmM
rev

ΩmM

x

xR

(4.1.14)

Now we show that the condensable E2-algebra A can be constructed geometrically as a D3-bubble in C3

as illustrated below.

A=
ΩC

ΩD (4.1.15)

Viewed from far away, the bubble shrink to a particle in ΩC, it was shown in [AKZ17] that this particle is
precisely A as an object in ΩC. We recall this result and give a new proof.

Lemmaph 4.1.18 ([AKZ17]). For d ∈ ΩD and y ∈ ΩmM, the following bubble defines a particle in ΩC given
by [1m, d ⊙ y]ΩC ∈ ΩC.

[1m, d ⊙ y]ΩC = yd

ΩC

Proof. First squeeze the bubble vertically to a line then horizontally to a point. We obtain

yd

ΩC

=
FunΩC(ΩmM,ΩmM)

d ⊙ y1m

ΩC

= [1m, d ⊙ y]ΩC

ΩC

The second “=” is due to the monoidal equivalence (ΩmM)op ⊠E ΩmM ≃ FunE(ΩmM,ΩmM) ≃ ΩC, which
maps 1m ⊠E y to

[−, 1m]
R
E
⊙ y 7→
∫ E

x∈ΩmM

[x , [x , 1m]
R
E
⊙ y]ΩD ≃ [
∫ x∈ΩmM

E

[x , 1m]⊙ x , y]ΩC ≃ [1m, y]ΩC.

The identity (4.1.15) is only an identity of objects. The algebraic structure on the bubble has not been
constructed. We do that now. The multiplication morphisms µA : A⊗ A→ A can be defined geometrically by
fusing two such bubbles into one bubble as follows.

A⊗ A= ΩD ΩD

ΩC

=

∫ ΩC

x∈ΩmM

ΩD

x

xR

ΩC

µA−→ ΩD

ΩC

(4.1.16)

where the arrow is defined by the canonical projection
∫ ΩC

x∈ΩmM
xR ⊠ΩD x → 1m ⊠ΩD 1m. In the rest of this

subsubsection, we show that this algebraic structure on A coincides with that of [1m, 1m]ΩC.

Theorem 4.1.19. The algebraic structure on A defined in (4.1.16) coincides with that on [1m, 1m]ΩC.

Proof. We only sketch the idea of the proof and leave the remaining details to Appendix A.1. The algebraic
structure on the internal hom [1m, 1m]ΩC follows from the universal property of the internal hom. This
universal construction, however, is not physical or geometrical. In order to find a proof, it is enough to find
a geometric construction of the algebraic structure on [1m, 1m]ΩC and compare it with (4.1.16).
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The idea is that we rewrite the internal hom as follows:

[1m, 1m]ΩC = [1m,−]ΩC(1m) = LR
2(1m),

where LR
2 = [1m,−]ΩC is precisely the right adjoint of the functor L2 := −⊙1m : ΩC→ ΩmM by the definition

of internal hom (see Definition 3.1.5). Note that L has a clear physical meaning, i.e., moving bulk anyons to
the wall, and is called bulk-to-wall map. Its right adjoint functor LR also has a clear physical meaning as a
physical process of creating a bubble from the wall M2 to the bulk of C3 as illustrated below.

ΩC ΩDy = ΩC ΩDy

7→
∫ ΩC

x∈ΩmM

ΩC ΩDy

x

xR

≃

ΩC

ΩDy

The algebraic structure on [1m, 1m]ΩC = LR(1m) is defined in terms of the defining data of the adjoint
pair L2 and LR

2 as follows.

LR
2(1m)⊗ LR

2(1m)→ LR
2 L2(L

R
2(1m)⊗ LR

2(1m))≃ LR
2(L2 LR

2(1m)⊗ L2 LR
2(1m))→ LR

2(1m). (4.1.17)

It remains to show that the morphism (4.1.17) coincides with the one defined in (4.1.16). We postpone it to
Appendix A.1.

Remark 4.1.20. It is worth mentioning that the algebra we obtained by creating D3-bubbles (taking internal
homs) is a condensable algebra in ΩC. This fact does not rely on the fact that D3 is obtained from C3 via
a particle condensation, so it applies to any D3 that are Morita equivalent to C3. However, condensing this
algebra does not reproduce the phase D3 in general. For example, in the same setting as Figure 12, we create
a C3-bubble in D3, which is the trivial particle in ΩD, i.e.,

ΩD

ΩC = [A, A]ΩD = A= 11D
.

Clearly, condensing this algebra (vacuum in ΩD) does not produce C3 as the condensed phase. ♦

Remark 4.1.21. Rolling up the domain wall M2 (to the D3-side) over a full circle creates a bubble in C3,
which turns out to be a condensable E2-algebra in ΩC. This physical process naturally generalizes to higher
dimension cases, in which one can roll up potentially higher codimensional defects over higher dimensional
spheres or other manifolds. We use this intuition without a proof in later sections. To write down a proof
explicitly is a non-trivial task. However, we expect that the proof should be a higher dimensional analogue
of the one in this subsubsection. ♦

Similar to the physical process of condensing 1-codimensional topological defects described in Section 3.2
and 3.3.1, we can provide a description of the physical process of a 2-codimensional defect condensation,
which naturally generalizes to higher dimensional topological orders.

C2+1

•
•
•
•
•
•

•

•• ••
•
•

•
•

• •
••

•••

•

•
•

•
•

•
•

•
•

•
•

•
•

•

•

A•x1x2

condense
−−−−−−−→

C2+1

D2+1

M2

(1) First proliferating the D3-phase in a disk-like region inside the C3-phase;
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(2) then shrinking the C3-phase within the region and merging two D3-disks into a larger D3-disk but with
extra particles on the gapped boundary according to (4.1.13) and (4.1.14);

(3) then annihilating the extra particles on the boundary according to (4.1.16).

Remark 4.1.22. Notice that the process of merging two D3-disks into a larger D3-disk can split into merging
vertically then merging horizontally. This leads us to a general theory of the condensation of k-codimensional
defects (see Section 5). ♦

4.2 Condensations of 2-codimensional defects in n+1D

In this subsection, we discuss the theory of the condensations of 2-codimensional topological defects in n+1D
anomaly-free simple topological orders. The setup of the question remains the same as the 2+1D cases. More
precisely, consider a condensation of 2-codimensional topological defect occurring in an n+1D anomaly-free
simple topological order Cn+1. It creates a new simple topological order Dn+1, which is also anomaly-free,
and a gapped domain wall Mn as depicted in Figure 14.

Cn+1

•
•
•
•
•
•

•

•• ••
•
•

•
•

• •
••

•••

•

•
•

•
•

•
•

•
•

•
•

•
•

•

•

A•x1x2

condense
−−−−−−−→

x1x2

Cn+1

Dn+1

Mn

Figure 14: a condensation of 2-codimensional topological defect in Cn+1

4.2.1 General theory

The bootstrap analysis in n+1D is possible and is similar to the 2+1D cases. However, it becomes much harder
in higher dimensions due to the complexity of the higher coherence relations. Instead, we use the geometric
intuition of anyon condensation in an anomaly-free 2+1D simple topological order, which generalizes to that
of condensations of 2-codimensional topological defects in an n+1D anomaly-free simple topological order
tautologically.

Definition 4.2.1. For a braided multi-fusion n-category A and A ∈ Algc
E2
(A), roughly speaking, an E2-A-

module in A is an object x ∈A equipped with a 2-dimensional actions, i.e., four A-actions µ→x ,µ↓x ,µ←x ,µ↑x in
four directions such that the diagram (4.1.6) is commutative. Recall (4.1.7), one can take

ModE2
A (A)≃Mod

E1
A (Mod

E1
A (A))

as a working definition of an E2-A-module and the category ModE2
A (A) of E2-A-modules. □

Now we are ready to state the result about the condensed phase and the gapped domain wall for a
condensation of a 2-codimensional topological defect in Cn+1.

Theoremph 4.2.2. If an n+1D anomaly-free simple topological order Dn+1 and a gapped domain wall Mn

are obtained from an anomaly-free simple topological order Cn+1 via a condensation of 2-codimensional
topological defect (see Figure 14 and the picture below).

ΩC

−⊗ A
Mod

E2
A (ΩC)

RModA(ΩC)
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1. The trivial 2-codimensional topological defect 11D
in ΩD can be identified with a simple condensable

E2-algebra A in ΩC. Moreover, ΩD consists of all deconfined topological defects of codimension 2 and
higher, and it can be identified with the category ModE2

A (ΩC) of E2-A-modules (or equivalently, local
A-modules) in C, i.e., ΩD=ModE2

A (ΩC).

2. Topological defects on the wall Mn include all confined and deconfined 1-codimensional defects, and
can be identified with the fusion 1-category RModA(ΩC).

3. Defects in ΩC move to the wall according to the central functor40 L2 := − ⊗ A: ΩC → RModA(ΩC)
defined by x 7→ x ⊗ A for all x ∈ ΩC.

4. Defects in ΩD move to the wall according to the canonical forgetful functor41 R2 : ModE2
A (ΩC) →

RModA(ΩC).

The condensable E2-algebra A in ΩC is called Lagrangian if ModE2
A (ΩC) ≃ Vect. In this case, Mn becomes a

gapped boundary of Cn+1 and consists of all confined and deconfined defects. □

Remark 4.2.3. If a topological defect is confined (resp. deconfined), then its condensation descendants is
also confined (resp. deconfined). This results seems physically natural. A rigorous proof of the n = 2 case
was given in [DX24]. We will provide a mathematical proof when we develop the theory of separable higher
algebras elsewhere. ♦

Theoremph 4.2.4. By the folding trick and the boundary-bulk relation, we obtain a braided equivalence:

ΩC⊠ModE2
A (C)

op ≃ Z1(RModA(ΩC)).

This result is equivalent to the following braided equivalence:

ModE2
A (C)

op ≃ Z2(ΩC,Z1(RModA(ΩC))), (4.2.1)

which is ready to be generalized to higher algebras and higher representations (see Theorem 5.2.11). □

Let Cn+1 and Dn+1 be any two n+1D (potentially anomalous and composite) topological orders connected
by a gapped domain wall Mn = (M, m), where M is a separable n-category and a C-D-bimodule and m is an
object in M represents a distinguished gapped wall condition.

ΩC
L2−→ ΩmM ΩmM

R2←− ΩD

Mn (M, m)

Cn+1 Dn+1

There is a canonical functor L2 : ΩC → ΩmM from the category ΩC of topological defects of codimension
2 and higher in Cn+1 to that of topological defects on Mn, which is defined simply by moving topological
defects in Cn+1 onto Mn. Similarly, there is also a canonical functor R2 : ΩD→ ΩmM. It is clear that these
two functors are both monoidal (i.e. preserving the fusion product). We denote their right adjoint functor
by LR

2 and RR
2, respectively.

By rolling up the right half (i.e. Mn and Dn+1) in the spatial dimension, we obtain a solid cylinder
D1×Rn−1 with the interior filled with the Dn+1-phase and the boundary S1×Rn−1 cylinder decorated by Mn.
Similarly, we can roll up the left half to obtain a solid cylinder in Dn+1-phase as illustrasted below.

Dn+1

Cn+1

Mn

RR
2(1m)

rolling up
←−−−−−−

Mn

Cn+1 Dn+1 rolling up
−−−−−−→

Cn+1

Dn+1

Mn

LR
2 (1m)

(4.2.2)

Viewed from far away, these two solid cylinders become two 2-codimensional topological defects in Cn+1 and
Dn+1, respectively. The next result tells us how to compute these defects.

40Being a central functor means that −⊗ A factors through a braided monoidal functor g : ΩC→ Z1(RModA(ΩC)), i.e., it coincides

with the composed functor ΩC
g
−→ Z1(RModA(ΩC))

f
−→ RModA(ΩC), where f is the forgetful functor.

41The “E2-module condition" for a right A-module is a property for n= 2 but a structure plus properties for n> 2. This functor R2 is
fully faithful for n= 2 but not fully faithful for n> 2.

105



Theoremph 4.2.5. Such obtained 2-codimensional topological defects in Cn+1 and Dn+1 are given by

LR
2(1m) = [1m, 1m]ΩC ∈ ΩC, RR

2(1m) = [1m, 1m]ΩD ∈ ΩD, (4.2.3)

both of which are condensable E2-algebra in ΩC and ΩD, respectively. Moreover, all condensable E2-algebra
in ΩC can be obtained in this way by properly choosing Dn+1 and Mn. The Morita equivalence among gapped
domain walls naturally defines the so-called 2-Morita equivalence relation among condensable E2-algebras
(see Definition 6.1.6). □

Proof. We sketch a proof. Note that ΩC acts on ΩmM in the obvious way. We denote the action functor by
⊙ : ΩC×ΩmM→ ΩmM. Therefore, the internal hom is well defined [KZ22b, Proposition 3.27]. Moreover,
the action ⊙ preserves the fusion product, i.e. ⊙ is monoidal. By the universal property of the center,
this action factors through the canonical action Z1(ΩmM)×ΩmM → ΩmM. Equivalently, 2-codimensional
topological defects in Cn+1 can be half-braided with 1-codimensional topological defects in Mn. This half-
braiding structure upgrades the action ⊙ to an action ⊙ : Algc

E1
(ΩC) × Algc

E1
(ΩmM) → Algc

E1
(ΩmM). As a

consequence, the internal hom [1m, 1m]ΩC ∈ Alg
c
E1
(Algc

E1
(ΩC)) = Algc

E2
(ΩC).

For A ∈ Algc
E2
(ΩC), let Dn+1 and Mn be the condensed phase and gapped domain wall obtained by

condensing A (as in Theoremph 4.2.2), i.e., ΩmM = RModA(ΩC) and ΩD = ModE2
A (ΩC). In this case, L2 =

−⊗ A and LR
2 = [A,−], where [A,−] is the forgetful functor f : RModA(ΩC)→ ΩC. Therefore, in this case,

we obtain
LR

2(1m) = [1m, 1m]ΩC = A∈ ΩC; (4.2.4)

Therefore, all condensable E2-algebras in ΩC arise in this way. □

In general, condensing LR
2(1m) in ΩC does not give ΩD, and condensing RR

2(1m) in ΩD does not give ΩC.

1. Let C3 be the Z2 topological order and D3 be the double semion topological order and M2 be any
gapped domain wall. Then LR

2(1m) = 11C
and RR

2(1m) = 11D
are both trivial.

2. When Cn+1 and Dn+1 are both anomaly-free and simple, if Dn+1 and Mn are obtained from Cn+1 by
condensing a non-trivial simple condensable E2-algebra A ∈ ΩC, we expect that this condensation is
not reversible in general. For example, for n ≥ 3 and a non-trivial finite group G, let Cn+1 = GTn+1

G ,
Mn = (M, m) = (nVecG ,1) and Dn+1 = 1n+1. In this case, the internal hom [1m, 1m]ΩC is a Lagrangian
algebra in ΩC = Z1(nVecG), condensing which produces 1n+1 as the condensed phase. However, the
internal hom [1m, 1m]ΩD = 1ΩD is the trivial algebra in ΩD = (n − 1)Vec, condensing which does
not reproduce Cn+1. However, for n ≥ 3, there are some interesting exceptions (see for example
Theorem 4.2.15 and Remark 4.2.17).

This phenomenon is very different from the condensation of 1-codimensional topological defects (recall
Theoremph 3.3.9). The reason is that all 1-codimensional topological defects are missing from ΩC. If we use
A∈ ΩC to define a condensed 1-codimensional topological defects, denoted byΣA in C, then the condensation
of ΣA in C is reversable. We discuss this phenomenon in Section 5.1.

A special case is very important to us. If Dn+1 = 1n+1 is obtained from Cn+1 by condensing A∈ Algc
E2
(ΩC),

then A is a Lagrangian algebra in ΩC, Mn is a gapped boundary of Cn+1 (i.e. Cn+1 is non-chiral). Therefore,
we obtain a map:

{Lagrangian algebras in ΩC}
φ
−→ {gapped boundaries of Cn+1}.

In this case, Cn+1 = Z(M)n+1 catches all the information of the gravitational anomaly of the gapped boundary
Mn [KW14, KWZ15]. The non-degenerate braided fusion (n − 1)-category ΩC, as the center of ΩmM, is
maximal (or universal) in a precise sense. The internal hom [1m, 1m]ΩC is again maximal by the universal
property of the internal hom. Therefore, it is natural to expect that it can recover Mn. Moreover, we expect
that all gapped boundaries are the consequences of the condensation of 2-codimensional topological defects.
We summarize this discussion as the following result.

Theoremph 4.2.6. When Cn+1 is anomaly-free, non-chiral and simple, φ is bijective and its inverse φ−1 is
defined by

Mn = (M, m) 7→ LR
2(1m) = [1m, 1m]ΩC =

Cn+1

1n+1

Mn

LR
2 (1m)

(4.2.5)
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Two Lagrangian E2-algebras A and B are called 2-Morita equivalence if the associated gapped boundaries
(or the fusion n-categories RModA(ΩC) and RModB(ΩC)) are Morita equivalent (see Definition 6.1.6). We
identify the Morita classes [A] = [RModA(ΩC)]. □

Remark 4.2.7. In a general situation, two arbitrary anomaly-free simple n+1D topological orders Cn+1 and
Dn+1 connected by a gapped domain wall. The information of Mn can be encoded in the internal hom
[1m, 1m]ΩC⊠ΩDop , which is a Lagrangian algebra in Z1(ΩmM). While the following two condensable E2-
algebras:

[1m, 1m]ΩC = [1m, 1m]ΩC⊠ΩDop ∩ΩC and [1m, 1m]ΩD = [1m, 1m]ΩC⊠ΩDop ∩ΩDop

encode only some incomplete information of the domain wall Mn. ♦

Remark 4.2.8. There are infinitely many Lagrangian algebras or gapped boundaries in a non-chiral n+1D
topological order Cn+1 for n> 2. For example, stacking a gapped boundary of Cn+1 with an anomaly-free nD
topological order gives another gapped boundary. The Lagrangian algebras in 1n+1 associated to an anomaly-
free nD topological order is given more explicitly in Section 4.2.2 (1) (see for example Remark 4.2.14). ♦

Since the rolling-up process plays a very important role in our theory, we would like to introduce some
useful notations that are inspired by the theory of factorization homology (see for example [Lur17, AF15,
AFT17, AFT16, AFR18, AKZ17, AF20]). Note that, in the first picture in (4.2.2), one can view ΩC as observ-
ables living in the interior of the solid cylinder D2 ×Rn−2 (in spatial dimension), i.e.,

Obs(�D2 ×Rn−2) = ΩD.

Since ΩC is an E2-algebra in nVec. It makes perfect sense to integrate it over the 2-manifold �D2. Similarly,
ΩmM describes the observable living on the boundary of the solid cylinder, i.e.,

Obs(∂D2 ×Rn−2) = ΩmM.

Since ΩmM is monoidal, i.e. an E1-algebra in nVec, it makes perfect sense to integrate it along the 1-manifold
∂D2. By integrating all the obversables on the solid cylinder, we obtain

Obs(D2 ×Rn−2) =

∫

D2×Rn−2

(Obs(�D2 ×Rn−2),Obs(∂D2 ×Rn−2))

=

∫

D2×Rn−2

(ΩD|�D2×Rn−2 , ΩmM|∂D2×Rn−2) = (ΩC, LR
2(1m)).

However, from the physical point of view, choosing ΩD and ΩmM instead of the complete data D and
(M, m) is based on certain conventions of throwing away certain topological defects. Although it is possible
to make the convention or rule explicitly, it is much more convenient to simply set:

Obs(�D2 ×Rn−2) :=D, Obs(∂D2 ×Rn−2) := (M, m).

Then we have

Obs(D2 ×Rn−2) =

∫

D2×Rn−2

(D|�D2×Rn−2 , (M, m)|∂D2×Rn−2) = (C,1C, LR
2(1m)) =

Cn+1

Dn+1

Mn

LR
2 (1m)

(4.2.6)

where the triple (C,1C, LR
2(1m)), i.e., a separable n-category C, together with a distinguished 0-morphism

1C ∈ C and a distinguished 1-morphism LR
2(1m) ∈ Ω1C

C, can be viewed as an E−1-algebra object in (n+1)Vec
[KWZ15].

Remark 4.2.9. Note that there are extra consistency in our convention in (4.2.6). More precisely, D ∈
Algc

E1
((n + 1)Vec) and (M, m) ∈ Algc

E0
((n + 1)Vec). Integrating them over a 2-manifold and a 1-manifold,

respectively, amount to reduce the level of commutativity by 2 and 1, respectively. As a consequence, both
cases give E−1-algebras after the integration. More generally, one can view

(A, a1, a2, a3, · · · , ak) ∈ Alg
c
E−k+1
((n+ 1)Vec),
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where A is a separable n-category, a1 ∈A is a 0-morphism, a2 ∈ Ωa1
A is a 1-morphism, a3 ∈ Ωa2

(Ωa1
A) is a

2-morphism, ak ∈ Ωak−1
(· · ·Ωa2

(Ωa1
A) · · · ) is a (k−1)-morphism [KWZ15]. This notation is quite useful when

we study the integration of D and (M, m) over Dk ×Rn−k in next section. We suspect that our theory might
be related to the so-called β-version of factorization homology [AFT17, AFT16, AFR18], our understanding
of which is too limited to say anything precise. ♦

Remark 4.2.10. The notations introduced in (4.2.6) are used later. Although we introduced the integral
notation heuristically, it turns out that this integral has a mathematical foundation, which is called factor-
ization homology [Lur17, AF15] (see [AF20] for a recent review). We hope to clarify this point in future
publications. ♦

Consider two n+1D anomaly-free topological orders Cn+1,Dn+1,En+1 and two gapped domain walls
Mn,Nn (as illustrated in the left picture in Eq. (4.2.7)) such that

Mn

Cn+1 Dn+1

Nn

En+1 rolling up
−−−−−−→

Cn+1

LR
2 (L

R
2 (1n))

(4.2.7)

- Dn+1 and Mn are obtained from Cn+1 by condensing the 2-codimensional topological defect A ∈
Algc

E2
(ΩC), i.e., ΩD=ModE2

A (ΩC) and ΩmM= RModA(ΩC);

- En+1 andNn are obtained fromDn+1 by condensing the 2-codimensional topological defect B ∈ Algc
E2
(ΩD),

i.e., ΩE=ModE2
B (ΩD) and ΩnN = RModB(ΩD).

The left bulk-to-wall functors associated to Mn and Nn are L2 = −⊗A or L2 = −⊗A B, respectively. By rolling
up two domain walls as in (4.2.7), we obtain a condensable E2-algebra in ΩC given by LR

2(L
R
2(B)) = B,

where B ∈ Algc
E2
(ModE2

A (ΩC)). By condensing B ∈ ΩC, we obtain En+1 as the condensed phase and a gapped
domain wall Mn ⊠Dn+1 Nn, i.e.

ΩE=ModE2
B (ΩC), Ωm⊠Dn(M⊠D N)≃ ΩmM⊠ΩD ΩnN = RModB(ΩC). (4.2.8)

Remark 4.2.11. Above discussion has an immediate consequence Corollaryph 4.2.30 as we will show later.
The ‘≃’ in (4.2.8) is a special case of a general principle of vanishing spatial fusion anomaly [KZ20, KYZ21]
for 1-codimensional topological defects. We will discuss it elsewhere. ♦

4.2.2 General construction

In this subsubsection, we provide some general constructions of the condensations of topological defects of
codimension 2.

(1) Cn+1 = Dn+1 = 1n+1: In this case, the gapped domain wall Mn is precisely an anomaly-free nD
topological orderMn = (M, m), where M is an indecomposable separable n-category and m is a distinguished
object in M that labels the anomaly-free nD topological order. The indecomposable multi-fusion (n − 1)-
category ΩmM is the category of topological defects in the nD topological order labeled by m. All objects
in M label anomaly-free nD topological orders that are all Morita equivalent. Mathematically, ΩmM and
Ωm′M are Morita equivalent for m, m′ ∈ M, and we have M = ΣΩmM. If we further assume that m is
simple, then ΩmM is a non-degenerate fusion (n−1)-category and Ω2

mM is a non-degenerate braided fusion
(n− 2)-category, i.e., Z2(Ω2

mM)≃ (n− 2)Vec. Moreover, we have

ΩmM= ΣΩ
2
mM= RModΩ2

mM
((n− 1)Vec),

which provides a coordinate system for ΩmM that are very useful for computation.

Recall that all 2-codimensional topological defects in 1n+1 form the trivial braided fusion (n−1)-category
(n − 1)Vec. In this case, note that the first level of the left bulk-to-wall functor L1 : C → M is defined by
−⊙m, where ⊙ denotes the natural C-action (of 1-codimensional topological defects) on M. We also have
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the second level of left bulk-to-wall map that maps 2-codimensional topological defects in 1n+1 to Mn defined
as follows:

(n− 1)Vec
L2=−⊠Ω2

mM−−−−−−−→ ΩmM= RModΩ2
mM
((n− 1)Vec)

a 7→ a⊙ 1m = a⊙Ω2
mM.

Its physical meaing is illustrated below.

ΩmM= RModΩ2
mM((n− 1)Vec)

1n+1 1n+1

(n− 1)Vec
L2=−⊗1m−−−−−−→ ΩmM 1m = Ω2

mM ∈ RMod
Ω2

mM
((n− 1)Vec)

The right adjoint LR
2 of L2 is precisely the forgetful functor f : RModΩmM

((n−1)Vec)→ (n−1)Vec. Therefore,
we obtain LR

2(1m) = Ω2
mM ∈ Alg

c
E2
((n−1)Vec). Moreover, by Theoremph 4.2.6, LR

2(1m) is a Lagrangian algebra

in (n − 1)Vec, i.e. ModE2

ΩmM
((n − 1)Vec) ≃ (n − 1)Vec. This result can be reformulated as a mathematical

result.

Proposition 4.2.12. A non-degenerate braided fusion n-category A is automatically a Lagrangian algebra
in (n+ 1)Vec (recall Definition 2.3.29), i.e.

ModE2

A
((n+ 1)Vec)≃ (n+ 1)Vec.

Remark 4.2.13. When n= 2, the above result was proved in mathematical literature [DN21, JF22, DX24].♦

Remark 4.2.14. Recall Proposition 3.3.17 and Remark 3.3.19, Proposition 4.2.12 is the second mathemat-
ical reformulation of the fact that condensing an anomaly-free nD topological order in the trivial n+1D
topological order 1n+1 reproduces 1n+1. More precisely,

1. When an anomaly-free nD simple topological order Mn is viewed as a 1-codimensional topological
defect in 1n+1, we can condense it to obtain 1n+1 as the condensed phase and a gapped domain wall,
which is nothing but Mn characterized by the pair (M, m). Mathematically, it amounts to condense the
simple condensable E1-algebra ΩmM in nVec.

2. When we rollup an anomaly-free nD topological order Mn in one direction, it becomes a cylinder S1×
Rn−2 in spatial n-dimensions Rn. By shrinking the size of S1, it becomes a 2-codimensional topological
defects in 1n+1.

Mn

ΩmM

1n+1 1n+1

rolling up
−−−−−→

Mn

= Ω2
mM ∈ (n− 1)Vec.

As an object in (n − 1)Vec, it is precisely the non-degenerate braided fusion (n − 2)-category Ω2
mM,

which is automatically a Lagrangian E2-algebra in (n − 1)Vec. By condensing this 2-codimensional
topological defects, we obtain 1n+1 as the condensed phase.

Note that the second reformulation is possible because Ω2
mM gives a complete characterization of all topo-

logical defects Mn up to condensation descendants. ♦

(2) Cn+1 = 1n+1 ̸= Dn+1: We have seen that condensing a Lagrangian algebra A in (n − 1)Vec, i.e. a
non-degenerate braided fusion (n− 2)-category, produces the trivial phase 1n+1 as the condensed phase. If
A is not Lagrangian, i.e., a braided fusion (n−2)-category, it is precisely a simple condensable E2-algebra in
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(n− 1)Vec. By condensing A in (n− 1)Vec, we obtain a condensed phase Dn+1 and a gapped domain wall
Mn = (M, m) such that

ΩD≃ModE2

A
((n− 1)Vec) and ΩmM≃ RModA((n− 1)Vec) = ΣA. (4.2.9)

Note that we have D= ΣΩD and M= ΣΩmM= Σ2A. By the boundary-bulk relation, we obtain

ModE2

A
((n− 1)Vec)≃ Z1(RModA((n− 1)Vec))op,

D= ΣModE2

A
((n− 1)Vec)≃ Z0((M, m)) = Fun(Σ2A,Σ2A)≃ BModΣA|ΣA(nVec). (4.2.10)

Moreover, we have LR(1m) = LR(A) = [A,A](n−1)Vec =A, or equivalently,
∫

D2×Rn−2

(D|�D2×Rn−2 , (M, m)|∂D2×Rn−2) = (nVec,1,A). (4.2.11)

One can see immediately thatDn+1 can be obtained fromCn+1 by condensing 1-codimensional topological
defect ΣA, which is a condensable E1-algebra in (n + 2)Vec. We restudy this phenomenon in details in
Section 5. We summarize above results as a mathematical result.

Theorem 4.2.15. For m ≥ 1, a simple condensable E2-algebra in (m + 1)Vec is precisely a braided fusion
m-category A. We have

ModE2

A
((m+ 1)Vec)op ≃ Z1(RModA((m+ 1)Vec))≃ Z1(ΣA), (4.2.12)

ΣModE2

A
((m+ 1)Vec)op ≃ Fun(Σ2A,Σ2A)≃ BModΣA|ΣA((m+ 2)Vec). (4.2.13)

Example 4.2.16. Let A= nRep(G) viewed as a condensable E2-algebra in (n+ 1)Vec, which is the category
of topological defects of codimension 2 and higher in 1n+3. By condensing nRep(G) in (n+1)Vec, we obtain

ModE2

nRep(G)((n+ 1)Vec)≃ Z1((n+ 1)Rep(G)).

Therefore, we obtain GTn+3
G as the condensed phase. ♥

Remark 4.2.17. The n = 3 case of (4.2.12) was first proved in [DN21, Theorem 4.11]. In this case, Décop-
pet proved that every fusion 2-category B is Morita equivalent to a connected one, i.e., ΣA for a braided
fusion 1-category A [Déc23a]. As a consequence, every non-chiral 3+1D topological order can be obtained
by condensing a simple condensable E2-algebra in 2Vec, or equivalently, by condensing a 2-codimensional
topological defect in 14. However, it is not true that all gapped boundaries of a non-chiral 4D topological
order can be obtained in this way42. In general, a simple gapped boundary Mn of a simple non-chiral n+1D
topological order Dn+1 can be obtained from Cn+1 = 1n+1 via the condensation of a topological defect of
codimension 2 if and only if the fusion (n − 1)-category ΩmM is connected as a separable 2-category, i.e.,
ΩmM ≃ ΣA for a braided fusion (n− 2)-category. Moreover, we do not expect that Décoppet’s result gener-
alizes to fusion k-categories for k ≥ 3. The k = 3 case is special because 3+1D topological orders are very
rare [LKW18, LW19, JF20]43. ♦

Remark 4.2.18. Similar to Section 3.3.2, one can also discuss general examples of the condensation of 2-
codimensional topological defects. We postpone it to Section 5.2.2 as a special case of the condensations of
k-codimensional topological defects. ♦

(3) Cn+1 is non-trivial and non-chiral: The following result provides a physical way to construct La-
grangian E2-algebras in ΩC from a single one. It is an immediate consequence of Theoremph 3.3.13.

Theoremph 4.2.19. Given an anomaly-free non-chiral simple n+1D topological order Cn+1 and an anomaly-
free nD topological order Nn. If A is a Lagrangian E2-algebra in ΩC, then A⊠ΩN ∈ ΩC⊠ (n− 1)Vec≃ ΩC is
also a Lagrangian E2-algebra in ΩC. Moreover, we can obtain all Lagrangian E2-algebras in ΩC from a single
one by the following three-step process:

42All gapped boundaries of a non-chiral 4D topological order can be obtained from 14 by condensing a 2-codimensional topological
defect followed by a condensation on the boundary. This combined process was called a two-step condensation in [Kon14].

43By topological Wick rotation [KZ18b, KZ20, KZ21], this fact also suggests that 2+1D rational CFT’s are rare comparing to 1+1D
CFT’s.
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(1) First, stacking an anomaly-free nD topological order Nn to a given gapped boundary Xn of Cn+1, we
obtain a new gapped boundary Xn ⊠Nn of Cn+1;

(2) Secondly, condense Xn ⊠Nn to a new but Morita equivalent gapped boundary Yn;

(3) Thirdly, rolling up the boundary Yn to a 2-codimensional topological defect AY in Cn+1, it gives a
Lagrangian E2-algebra in ΩC.

All Lagrangian E2-algebras in ΩC arise in this way from a single gapped boundary Xn. □

Remark 4.2.20. One has to treat the roll-up process with caution. It is possible to switch the order the second
step and the third step, i.e., obtaining AY from AX⊠N by a condensation restricted on the 2-codimensional
topological defect. It is because the roll-up process indeed maps a gapped domain wall between Xn⊠Nn and
Yn to a gapped domain wall between AX⊠N and AY. However, such obtained condensations on AX⊠N belongs
to a very limited sub-family of all possible condensations. A generic condensations on AX⊠N produces a
condensation descendant, which is not necessarily an algebra. Also notice that the roll-up process sometimes
maps a gapless domain wall between two gapped boundaries to a gappable domain wall between two 2-
codimensional topological defects. For example, by rolling up a 1+1D anomaly-free rational CFT, we obtain
a gapless 0+1D defect in 13 that is gappable. ♦

We recall a well-known result.

Theorem 4.2.21 ([KR08, DMNO13]). For a fusion 1-category A, there is a one-to-one correspondence be-
tween Lagrangian E2-algebras in Z1(A) and indecomposable left A-modules, or equivalently, the Morita
classes of indecomposable condensable E1-algebras in A. Moreover, given an indecomposable condensable
E1-algebra A in A, the associated Lagrangian E2-algebra in Z1(A) is the full center of A.

Example 4.2.22. On the one hand, Lagrangian E2-algebras in Z1(Rep(G)) are classified by a pair (H,ω),
where H is a subgroup of G and ω ∈ Z2(H,C×). On other other hand, left indecomposable Rep(G)-modules
are also classified by the same pairs (H,ω). ♥

We have a mathematical reformulation of Corollaryph 3.3.36 in terms of Lagrangian E2-algebras as shown
below. It is a generalization of above result for the n= 1 case and the n= 2 case [JFR23, DX24] to all n> 2.

Theorem 4.2.23. Let T be a non-degenerate fusion n-category T, i.e., T = ΣΩT and ΩT is a non-degenerate
braided fusion (n − 1)-category. For an indecomposable multi-fusion n-category B, there are one-to-one
correspondences among the following three sets:

(1) Lagrangian E2-algebras inZ1(B) (up to isomorphisms) in the 2-Morita class [B⊠T] (recall Theoremph 4.2.6);

(2) left indecomposable B⊠T-modules modulo the equivalence relation: M∼N if and only if N ≃M⊠V
for V ∈ (n+ 1)Vec×.

(3) indecomposable condensable E1-algebras in B ⊠ T modulo the equivalence relation: A ∼ B if B is
Morita equivalent to A⊠ L ∈ (B⊠T)⊠ nVec≃B⊠T for a Lagrangian E1-algebra L in nVec (i.e., L is a
non-degenerate multi-fusion (n− 1)-category).

Remark 4.2.24. Similar to n = 1 case, we expect that, for an indecomposable condensable E1-algebra A in
B⊠ T, the associated Lagrangian E2-algebra in Z1(B) is given by the full center of A. The notion of the full
center of an algebra in a fusion n-category can be defined by the universal property generalizing that of the
full center of an algebra in fusion 1-categories [Dav10a, KYZ21]. We will introduce this notion as a special
case of the Ek-center of an Ek-algebra in an Ek-monoidal higher category in [KZZZ25]. ♦

Now the following result provide a physical meaning to the classification result in Corollaryph 2.4.13.

Theoremph 4.2.25. For n≥ 2 and a braided fusion (n−1)-categoryA, a condensable E2-algebra inZ1(ΣA)op ≃
ModE2

A
(nVec) (recall (4.2.12)) is precisely given by a braided multi-fusion (n−1)-category B equipped with a

braided monoidal functor A→B. The condensable E2-algebra B is simple if and only if B is fusion, and it is
Lagrangian if and only if B is non-degenerate. The 2-Morita class of the Lagrangian E2-algebra is determined
by the Morita class of ΣB.
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Moreover, by condensing B in Z1(ΣA)op, where B is viewed as a condensable defect of codimension 2 in
the anomaly-free topological order Cn+1 such that C= Z0(Σ2A)op ≃Mod

E1

ΣA
((n+1)Vec) and ΩC= Z1(ΣA)op

as illustrated below,

Ln

1n+1 Cn+1

Mn

Dn+1 rolling up
−−−−−−→

1n+1

LR
2 (L

R
2 (1m))

=B ∈ (n− 1)Vec.

we obtain a condensed phase Dn+1 and a gapped domain wall Mn = (M, m) such that

D≃Mod
E1

ΣB
(ModE2

ΣA
((n+ 1)Vec)), (M, m) = (BModΣA|ΣB((n+ 1)Vec)),ΣB),

ΩD≃ModE2

B
(ModE2

A
(nVec))≃ModE2

B
(nVec)≃ Z1(ΣB)

op,

ΩmM= FunΣA|ΣB(ΣB,ΣB)≃ RModB(ModE2

A
(nVec)). (4.2.14)

Moreover, set Ln = (L, l) = (Σ2A,ΣA). We have

ΩlL⊠ΩC ΩmM= ΣA⊠Mod
E2
A
(nVec) RModB(ModE2

A
(nVec))≃ ΣB. (4.2.15)

L⊠C M= Σ2A⊠
ΣMod

E2
A
(nVec) Σ(RModB(ModE2

A
(nVec)))≃ Σ2B. □

Remark 4.2.26. The n = 2 case of Theoremph 4.2.25 was obtained in [JFR23, DX24, Xu24a]. When A =

Rep(G), this braided functor necessarily Rep(G)→ B factors through Rep(G)
f
−→ Rep(H) ,→ B [DMNO13].

This result also says that non-minimal non-degenerate extensions of Rep(H) also have physical meanings.♦

Remark 4.2.27. Note that Theoremph 4.2.25 of a 2-codimensional defect condensation is an analogue of
Theoremph 3.3.29 of a 1-codimensional defect condensation, and can be generalized further to higher codi-
mensional defect condensations (see Theoremph 5.2.20). ♦

4.2.3 Witt equivalence

Propositionph 4.2.28. If two anomaly-free n+1D topological order Cn+1 and Dn+1 are Morita equivalent
(i.e., admiting a gapped anomaly-free domain wall), then there exists the third anomaly-free n+1D topo-
logical order An+1 such that Cn+1 and Dn+1 can be obtained from An+1 via two different condensations of
2-codimensional topological defects.

Proof. It follows from above Lemma by chossing An+1 = Cn+1 ⊠ Z(P)n+1 = Dn+1 ⊠ Z(Q)n+1. Note that
AP = [1P,1P]Z1(P) is a Lagrangian E2-algebra in Z1(P), and AQ = [1Q,1Q]Z1(Q) is a Lagrangian E2-algebra
in Z1(Q). By condensing the condensable E2-algebra A1 = 11C

⊠ AP ∈ ΩC ⊠ Z1(P), we obtain Cn+1 as the
condensed phase. By condensing the condensable E2-algebra A2 = 11D

⊠AQ ∈ ΩD⊠Z1(Q), we obtain Dn+1

as the condensed phase. □

Remark 4.2.29. When n = 2, it was proved in [DMNO13] there exists an anomaly-free n+1D topological
order Bn+1 such that Bn+1 can be obtained from both Cn+1 and Dn+1 via condensations of 2-codimensional
topological defects. It is natural to ask if it is true for n> 2 (see a related question in Remark 4.2.38). ♦

The next result was first obtained in [Xu24a].

Corollaryph 4.2.30. Two Morita equivalent anomaly-free topological order C3+1 and D3+1 can be obtained
from each other by condensing 2-codimensional topological defects.

Proof. This is an immediate consequence of Propositionph 2.2.23, Remark 4.2.17 and discussion around (4.2.7).□

Remark 4.2.31. Similar to Remark 4.2.17, not every gapped domain wall between C4 and D4 can be ob-
tained from condensing a 2-codimensional topological defect in either C4 or D4. ♦

The following notion is a direct generalization of that for 1-categories introduced in [DMNO13].
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Definition 4.2.32. Two non-degenerate braided fusion n-categories A and B are called Witt equivalent if
there exist two fusion n-categories P and Q and a braided equivalence:

A⊠Z1(P)≃B⊠Z1(Q).

The physical result Propositionph 2.2.23 immediately implies the following mathematical result.

Corollary 4.2.33. Two non-degenerate braided fusion n-categories A and B are Witt equivalent if and only
if there exists a fusion n-category M and braided equivalence:

A⊠Bop ≃ Z1(M).

Corollary 4.2.34. Two non-degenerate braided fusion n-categories A and B are Witt equivalent if and only
if there exists a third non-degenerate braided fusion n-category C and A, B ∈ Algc

E2
(C) such that

A≃ModE2
A (C) and B≃ModE2

B (C).

Proposition 4.2.35. The notion of Witt equivalence is clearly an equivalence relation. We denote the Witt
equivalence class of C by [C]. The Witt equivalence classes of non-degenerate braided fusion n-categories
clearly form a group, called the Witt group and denoted by Wittn, with the multiplication defined by [C] ⋆
[D] := [C⊠D], the unit defined by nVec and the inverse given by [C]−1 = [Cop].

Remark 4.2.36. It was known that the map [C] 7→ Σ2C defines a group isomorphism from the Witt group
Wittn to the group (n+ 3)Vec× of invertible separable (n+ 2)-categories [JF22, KZ24]. ♦

We generalize the notion of a completely anisotropic non-degenerate braided fusion 1-category [DMNO13]
to higher categories.

Definition 4.2.37. A non-degenerate braided fusion n-category B is called completely anisotropic if every
condensable E2-algebra in B is isomorphic to 1B ⊠ A ∈ B⊠ nVec ≃ B, where A is a condensable E2-algebra
in nVec. □

Remark 4.2.38. An obvious question is if there exists a unique completely anisotropic non-degenerate braided
fusion n-category in each Witt equivalence class as in the n = 1 case [DMNO13]. We hope to explore this
question in the future. ♦

4.2.4 Examples in 3+1D

We have already seen the condensations of 2-codimensional topological defects in 14. In this subsubsection,
we provide some examples in 3+1D Z2-gauge theory.

Example 4.2.39. Consider 3+1D Z2 gauge theory GT4
Z2

. Then ΩGT4
Z2

is a nondegenerate braided fusion
2-category and we have ΩGT4

Z2
≃ Z1(2Rep(Z2)) ≃ Z1(2VecZ2

). This braided fusion 2-category was studied
in [KTZ20b] and via the 3+1D toric code model in [KTZ20a]. We use the notation in [KTZ20a, ZLZH+23].
There are 4 simple objects 1,1c , m, mc in ΩGT4

Z2
with the fusion rule

m⊗m≃ 1, 1c ⊗ 1c ≃ 1c ⊕ 1c , m⊗ 1c ≃ 1c ⊗m≃ mc .

The hom categories are depicted in the following diagram:

1

Rep(Z2)

�� Vec
++ 1c

VecZ2

��

Vec

jj m

Rep(Z2)

�� Vec
++ mc

VecZ2

��

Vec

kk

We also denote the simple objects in the hom categories in the following diagram:

1

{11,e}

�� {x}
++ 1c

{11c ,z}

��

{y}

jj m

{1m,e}

�� {x}
++ mc

{1mc ,z}

��

{y}

kk

The composition rules are given by e ◦ e = 11, z ◦ z = 11c
, x ◦ y = 11c

⊕ z and y ◦ x = 11 ⊕ e.
We review three examples of Lagrangian E2-algebras in ΩGT4

Z2
constructed in [ZLZH+23].
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1. Ae = 1c: Its multiplication morphism is given by

1c ⊗ 1c = 1c ⊕ 1c

11c⊕0
−−−→ 1c .

and the unit x : 1 → 1c , together with the identity 2-associators, 2-unitors and 2-commutators is a
Lagrangian algebra. There are two simple modules 1c and mc , and only 1c itself is a local module.
Condensing 1c leads to the rough boundary of the 3+1D toric code model. The topological defects on
the boundary form a fusion 2-category 2VecZ2

. In the light of Theoremph 4.2.25, ΩGT4
Z2

is equipped
with another coordinate system:

ΩGT4
Z2
≃ Z1(ΣRep(G))≃ModE2

Rep(G)(2Vec)op.

In this coordinate system, the Lagrangian E2-algebra Ae is the one associated to the forgetful functor
Rep(Z2)→ Vec.

2. Am = 1⊕m: The algebra Am has the multiplication 1-morphism defined component-wise by

1⊗ 1

1

11

1⊗m

m

1m

m⊗ 1

m

1m

m⊗m

1

11

and the unit 1-morphism 1
1⊕0
−−→ 1⊕m. The 2-associator and 2-unitors are identity 2-morphisms. The 2-

commutator is trivial on all components except βm,m = ±1. Two different choices of the 2-commutator
define two commutative algebra structures, but they are equivalent to each other. There are two simple
Am-modules Am and 1c ⊗ A1, and only A1 itself is a local module. Condensing Am leads to the smooth
boundary of the 3+1D toric code model. The topological defects on the boundary form a fusion 2-
category 2Rep(Z2). In the light of Theoremph 4.2.25,

this Lagrangian E2-algebra is the one associated to the trivial minimal modular extension Rep(Z2)→
Z1(Rep(Z2)).

3. Atw
m = (1⊕m)tw: There is another Lagrangian algebra structure on 1⊕m, denoted by Atw

m . It has the
same multiplication 1-morphism and unit 1-morphism as those of Am. The 2-associator has only one
nontrivial component:

m m m

αm,m,m=−1 +3

mmm

The 2-commutator β is trivial on all components except βm,m = ±i. Two different choices of the
2-commutator define two commutative algebra structures, but they are equivalent to each other. Con-
densing Atw

m leads to a ‘twisted’ smooth boundary. The topological defects on this boundary still form
2Rep(Z2), but the bulk-to-boundary map is different. In the light of Theoremph 4.2.25, this Lagrangian
E2-algebra is the one associated to the non-trivial minimal modular extension of Rep(Z2) given by the
double semion MTC.

Recall that there are infinitely many condensable E2-algebras in ΩGT4
Z2
= Z1(2Rep(Z2))≃ModE2

Rep(Z2)
(2Vec),

each of which is given by a braided fusion 1-category Q equipped with a braided monoidal functor Rep(Z2)→
Q. Moreover, such a condensable E2-algebra is Lagrangian if and only if Q is non-degenerate. By [DMNO13],
this braided functor is either (1) a braided embedding Rep(Z2) ,→ Q or (2) factors as Rep(Z2)→ Vec ,→ Q.
The case (1) covers Am and Atw

m ; and the case (2) are all of the form Ae ⊠ Q ∈ Z1(2Rep(Z2)) ⊠ 2Vec ≃
Z1(2Rep(Z2)). ♥

Example 4.2.40. Consider 3+1D finite gauge theoryGT4
G . The 2-category of topological defects of codimen-

sion 2 and higher is Z1(2VecG) [KTZ20b]. For a subgroup H ≤ G, the forgetful functor f : Rep(G)→ Rep(H)
defines a condensable E2-algebra in 2Rep(G) thus in Z1(2VecG). By condensing the algebra Rep(H) in
Z1(2VecG), we obtain GT4

H as the condensed phase, i.e.,

ModE2

Rep(H)(Z1(2VecG))≃ Z1(2VecH).

The proof of this fact is given in Example 5.2.23. ♥
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Example 4.2.41. By [DX24], the condensable E2-algebras in Z1(2VecG) are G-crossed braided multi-fusion
1-categories. A G-crossed braided multi-fusion 1-category [Tur00, Kir01, Müg04, DGNO10] consists of

• a G-graded multi-fusion 1-category B=
⊕

g∈G Bg ;

• a monoidal G-action on B such that g ⊙Bh ⊆Bghg−1 ;

• a G-crossed braiding: cx ,y : x ⊗ y → (g ⊙ y)⊗ x for x ∈ Cg , y ∈B.

These data also satisfy some coherence condition. The half-braiding of B ∈ Z1(2VecG) is induced from the
G-action. In particular, the trivial component Be is a braided multi-fusion 1-category equipped with a braided
monoidal G-action, that is, a G-equivariant braided multi-fusion category. Similar to Example 3.3.43, a G-
crossed braided multi-fusion 1-category is a simple condensable E2-algebra in Z1(2VecG) if and only if G acts
on the simple direct summands of the tensor unit transitively. It follows that the simple condensable E2-
algebras in Z1(2VecG) are classified by pairs (H,B0), where H ≤ G is a subgroup defined up to conjugations
and B0 is an H-crossed braided fusion category. Given such a pair (H,B0), the corresponding E2-algebra is
the induced category B := IndG

H C0 := FunH(G,B0), and it is Lagrangian if and only if the H-grading on B0
is faithful and the trivial component of B0 is a nondegenerate braided fusion 1-category [Xu24b, Wen24].
We list some examples here.

1. The category Fun(G, Vec) with the pointwise tensor product and left translation G-action is a braided
multi-fusion category equipped with a G-action, which can be viewed as a G-crossed braided fusion cat-
egory with only the trivial component. It is a Lagrangian algebra inZ1(VecG) andRModFun(G,Vec)(Z1(2VecG))≃
VecG . When G = Z2, this is the Lagrangian algebra 1c in the 3+1D toric code model (see Example
4.2.39).

2. More generally, for every subgroup H ≤ G, the category Fun(G/H, Vec) is a condensable E2-algebra in
Z1(2VecG) and ModE2

Fun(G/H,Vec)(Z1(2VecG))≃ Z1(2VecH).

3. For every 3-cocycle ω ∈ Z3(G, U(1)), there is a (unique up to unique isomorphism) G-crossed braided
fusion 1-category structure on VecωG with the obvious G-grading and the conjugation G-action [DGNO10].
Then VecωG is a Lagrangian algebra in Z1(VecG) and RModVecωG

(Z1(2VecG)) ≃ 2Rep(G). When G = Z2,
we have H3(Z2, U(1)) ≃ Z2 and the two Lagrangian algebras VecωZ2

are the two Lagrangian algebra
structure on 1⊕m in the 3+1D toric code model (see Example 4.2.39).

4. In general, for a faithfully graded nondegenerate G-crossed braided fusion category B, we have
RModB(Z1(2VecG))≃ Σ(Be)G [Wen24].

5. For every subgroup H ≤ G and 3-cocycleω ∈ Z3(H, U(1)), the induced category VecωH := FunH(G, VecωH )
is a Lagrangian algebra in Z1(2VecG). ♥

Example 4.2.42. There are also two coordinate systems on Z1(2Rep(G)).

• The condensable E2-algebras in Z1(2Rep(G))≃ Z1(LModVecG
(2Vec)) are also G-crossed braided multi-

fusion categories, on which the half-braidings are equivalent to the G-gradings.

• By [JFR23, DX24], the condensable E2-algebras in Z1(ΣRep(G))≃ModE2

Rep(G)(2Vec) are braided multi-
fusion categories M equipped with braided monoidal functor Rep(G) → M, which are simple if and
only if M is a braided fusion category. By [DMNO13, Lemma 3.5 and Remark 3.23], such a braided
functor factors throught Rep(G)→ Rep(H)→M for some subgroup H ≤ G such that Rep(H)→M is
a braided embedding.

These two coordinate systems are related by the equivariantization and de-equivariantization. In particu-
lar, there is a one-to-one correspondence between G-crossed braided fusion categories and braided fusion
categories containing Rep(G) [DGNO10, Theorem 4.44].

Let Rep(G)→M be a simple condensable E2-algebra in Z1(ΣRep(G)). We also denote it by M for sim-
plicity. According to [DX24] (see also Theoremph 4.2.25), by condensing M as 2-codimensional topological
defect in GT4

G , we obtain a condensed phase D4 and a gapped domain wall M3 such that

ΩD≃ModE2

M
(ModE2

Rep(G)(2Vec))≃ModE2

M
(2Vec)≃ Z1(ΣM), ΩmM≃ RModM(ModE2

Rep(G)(2Vec)).
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It follows that the Lagrangian E2-algebras in Z1(ΣRep(G)) are nondegenerate braided fusion categories M
equipped with braided functors Rep(G)→M. We list some examples here.

1. For every ω ∈ Z3(G, U(1)), there is a braided embedding Rep(G) → Z1(VecωG ), which defines a La-
grangian E2-algebra in Z1(ΣRep(G)). As a consequence, the condensed phase D4 = 14 is trivial and
the gapped domain wall is such that

ΩmM≃ RModZ1(VecωG )
(Z1(ΣRep(G)))≃ 2Rep(G).

When G = Z2, we have H3(Z2, U(1))≃ Z2 and the two minimal nondegenerate extensions correspond
to the two different Lagrangian E2-algebra structures on 1 ⊕ m in the 3+1D toric code model (see
Example 4.2.39).

2. When M is a nondegenerate extension of Rep(G), the 2-category RModM(Z1(ΣRep(G))) is connected
and equivalent to ΣZ2(Rep(G)→M).

3. More generally, for every subgroup H ≤ G and ω ∈ Z3(H, U(1)), the composite functor Rep(G) →
Rep(H)→ Z1(VecωH ) is a Lagrangian algebra in Z1(ΣRep(G)).

4. In particular, when H is the trivial subgroup, the forgetful functor Rep(G) → Vec is a Lagrangian
algebra in Z1(ΣRep(G)), and RModM(Z1(ΣRep(G))) is equivalent to 2VecG . When G = Z2, this is the
Lagrangian algebra 1c in the 3+1D toric code model (see Example 4.2.39). ♥

Example 4.2.43 ([Xu24b, Wen24]). Let π ∈ Z4(G, U(1)). For the 3+1D π-twisted G gauge theory, the
condensable E2-algebras in Z1(2VecπG) are precisely π-twisted G-crossed braided multi-fusion 1-categories
A [Xu24b, Lemma 5.8]. The simple condensable E2-algebras are given in Theorem 5.11, and Lagrangian
E2-algebras are given in Corollary 5.12 in [Xu24b]. When A is a braided fusion 1-category with a G-action,
then the 2-category of right A-modules in Z1(2VecπG) was computed in Theorem 5.17 in [Xu24b], and the
2-category of E2-A-modules (or local A-modules) was computed in Theorem 5.20 in [Xu24b]. ♥

4.2.5 Examples in higher dimensions

Example 4.2.44. Consider finite gauge theory GTn+2
G for a finite group G. We have ΩGTn+2

G has two coordi-
nate systems:

ΩGTn+2
G ≃ Z1((n+ 1)VecG), ΩGTn+2

G ≃ Z1((n+ 1)Rep(G))≃ModE2

nRep(G)((n+ 1)Vec),

where the last ≃ is due to (4.2.12). We discuss condensable E1-algebras in ΩGTn+2
G in both coordinates.

(1) A condensable E2-algebras in Z1((n+1)VecG) is precisely a G-crossed braided multi-fusion n-category.
Inspired by the definition of a G-crossed braided multi-fusion 1-category [Tur00, Kir01, Müg04, DGNO10],
we expect a G-crossed braided multi-fusion n-category to consist of

• a G-graded multi-fusion 1-category A=
⊕

g∈G Ag ;

• a monoidal G-action on A such that g ⊙Ah ⊆Aghg−1 ;

• a G-crossed braiding: cx ,y : x ⊗ y → (g ⊙ y)⊗ x for x ∈ Cg , y ∈A.

satisfying some (higher) coherence conditions. Higher coherence properties are always difficult in high
category theory. We try to avoid higher coherence in this work. Instead, we give a convenient or almost
physical way to define this notion. A G-crossed braided fusion n-category A can be understood as a
monoidal (n+ 1)-category BGA consists of |G| objects labeled by the elements in G with the monoidal
structure defined by the multiplication of G and homBGA

(g, h) =Ahg−1 (recall Example 3.3.42). When
n = 1, this construction can be found in [Cui19, DR18, JPR22]44. We can understand this construc-
tion physically. If we view the condensation completion of BGA, denoted by ΣGA, as the category of
topological defects of an anomalous n+1D topological order Xn+1, then the object g ∈ G = Ob(BGA)
can be viewed as an invertible 1-codimensional defect in Xn+1, and homBGA

(g, h) can be viewed as the

44The first example of this construction is BZ2
(ΩTC), which first appeared in [KW14, Remark 15].
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n-category of 2-codimensional defects living on the domain wall between two 1-codimensional defect
g, h ∈ G.

Now we show that ΣGA≃ RModA((n+1)VecG) as (n+1)VecG-modules. Denote the simple objects in
(n+ 1)VecG by {δg}g∈G . There is a (n+ 1)-functor F : BGA→ RModA((n+ 1)VecG) defined by

• an object g ∈ G is mapped to the free right A-module δg−1 ⊗A;

• the functors between hom n-categories are defined by the canonical equivalences:

HomBGA
(g, h) =Ahg−1 ≃ Hom2VecG

(δg−1 ,δh−1 ⊗A)≃ HomRModA(2VecG)(δg−1 ⊗A,δh−1 ⊗A).

Moreover, this is a G-module (n + 1)-functor. Thus it induces a G-module (n + 1)-functor ΣGA →
RModA((n + 1)VecG). Note that every simple module x ∈ RModA((n + 1)VecG) can be condensed
from the free module x ⊗A. Thus the G-module (n+ 1)-functor ΣGA→ RModA((n+ 1)VecG) is an
equivalence.

(2) A condensable E2-algebra inZ1((n+1)Rep(G)) is precisely given by a braided monoidal functor nRep(G)→
B for a braided multi-fusion n-category B. It is simple if B is fusion.

These two ways of defining condensable E2-algebras in ΩGTn+2
G are related again by equivariantization

A 7→ AG and de-equivariantization B 7→ BG (recall Example 3.3.52). In particular, BG := RMod[1,1](B),
where 1 is the tensor unit of nVec and [1,1] is the internal hom algebra in nRep(G) for the nRep(G)-module
nVec. In other words, the notion of a G-crossed braided fusion n-category can also be understood as the
de-equivariantization of a braided monoidal functor nRep(G)→B.

Recall Theoremph4.2.25, by condensing the condensable E2-algebra B in Z1((n+1)Rep(G)), we obtain a
condensed phase Dn+2 such that ΩD≃ Z1(ΣB). ♥
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5 Condensations of higher codimensional topological defects

In this section, we give the general theory of the condensations of k-codimensional topological defects in an
n+1D topological order. We first study the relation between particle condensations and string condensations
in 2+1D, then we generalize it to higher dimensions.

5.1 Particle condensations in 2+1D via a two-step process

In 2+1D, 1-codimensional defects are strings and 2-codimensional defects are particles. In Section 3.3 and
3.3.3, we have studied the string condensation in 2+1D; in Section 4.1, we have studied the particle (or
anyon) condensation in 2+1D. In this subsection, we study their relation, which can be generalized to higher
dimensions.

5.1.1 General theory

Consider a 2+1D anomaly-free simple topological orders C3. In this case, there is a natural coordinate system
of C, i.e., C= ΣΩC= RModΩC(2Vec).

Consider a particle condensation in C3 defined by a simple condensable E2-algebra A in ΩC. It produces a
condensed 2+1D topological order D3 and a gapped domain wall M2 = (M, m) such that ΩD≃ModE2

A (ΩC)
and ΩmM = RModA(ΩC). Now we show that the same phase transition can be realized in a different way,
which splits into two steps.

1. In the first step, we condense the particle A along a line in space as illustrated below. It produces a
condensed string denoted by ΣA.

x1x2

A•

•A
•A
•A
•A
•A
•A

condensation
−−−−−−−→

along a line

x1x2

A• ΣA

In this step, one can forget about the E2-algebra structure on A but only remember its E1-algebra
structure in the x2-direction. Recall Section 3.1 [Kon14], condensing A on a line produces a condensed
string, particles on which form the fusion 1-category Mod

E1
A (C), i.e.

homC(ΣA,ΣA)≃Mod
E1
A (C).

However, this result does not tell us what ΣA is as an object in C. Now we show that ΣA can be
identified with RModA(ΩC) as an object in C= RModΩC(2Vec).

(a) First, we have already shown in Theoremph 3.3.24 that RModA(ΩC) ∈ Algc
E1
(RModΩC(2Vec)) ≃

LModΩC(Alg
c
E1
(2Vec)) because the functor −⊗ A : ΩC→ RModA(ΩC) is a central functor.

(b) It remains to show that ΣA can be identified with RModA(ΩC) as an object in C= RModΩC(2Vec).
One can see this directly from the following picture:

ΩDRModA(ΩC)

RModA(ΩC)

RModA(ΩC)⊠ΩD RModA(ΩC)op ≃Mod
E1
A (ΩC)

x2
x1

ΩC

ΩC

⇝
homC(ΣA,ΣA)≃Mod

E1
A (ΩC)

ΣA= RModA(ΩC) = homC(1C,ΣA)

ΣA

x1x2
ΩC

ΩC (5.1.1)

where the green region shrink horizontally to the condensed string ΣA, and the wall between two
colored region has particles which form a fusion 1-category given by RModA(ΩC). We recover
the multi-fusion 1-category of particles on the condensed string by the following equivalences:

RModA(ΩC)⊠ΩD RModA(ΩC)
op ≃ RModA(ΩC)⊠Mod

E2
A (ΩC)

LModA(ΩC)≃Mod
E1
A (ΩC),
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where we have used the natural equivalence RModA(ΩC) ≃ LModA(ΩC)op defined by x 7→ xR =
x∗ in the first ‘≃’ and the second ‘≃’ is a mathematical fact (see for example [KZ18a]). Remember
homC(x , y),∀x , y ∈ C are physical observables in spacetime, but the label of a string can not be
observed directly in spacetime. However, one can identify an object x ∈ C in the coordinate system
C = RModΩC(2Vec) with homC(ΩC, x) because homRModΩC(2Vec)(ΩC, x) ≃ x in RModΩC(2Vec).
From the physical configuration depicted in (5.1.1), we immediately obtain

ΣA≃ homC(ΩC,ΣA)≃ RModA(ΩC) ∈ RModΩC(2Vec) = C,

because homC(ΩC,ΣA) is precisely the observables living the domain wall between the trivial
1-codimensional topological defect 1C = ΩC and ΣA.

From now on, for simplicity, we set ΣA := RModA(ΩC) ∈ RModΩC(2Vec) = C and, at the same time,
ΣA is also the abstract label of the condensed defect if we do not choose any coordinate system.

2. In the second step, we condense ΣA. We have already shown in Theoremph 3.3.24 that ΣA is a condens-
able E1-algebra in C. This fact can also be viewed in another way. Since the ΣA-string can be obtained
by shrinking the green region horizontally as depicted in (5.1.1), by our theory of the condensations of
1-codimensional topological defects (Theoremph 3.3.2 and 3.3.9), the ΣA-string has a canonical struc-
ture of a condensable E1-algebra in C. The algebraic structure on ΣA is defined in (3.3.1). In this
argument, the E2-algebra structure on A is implicitly used. Moreover, this algebraic structure on ΣA
coincides with the monoidal structure on RModA(ΩC) (recall (3.3.16)). Therefore, we can further
condensing the ΣA-string thus produces a new phase. It is physically obvious that this new phase is
precisely D3, In other words, we obtain

D≃Mod
E1
ΣA(C). (5.1.2)

It immediately implies the following equivalences:

Mod
E1
ΣA(C)≃ ΣModE2

A (ΩC), (5.1.3)

ΩMod
E1
ΣA(C)≃ModE2

A (ΩC). (5.1.4)

where the first equivalence is a monoidal equivalence and the second one is a braided monoidal equiv-
alence. Note that (5.1.4) is an immediate consequence of (5.1.3) and is proved directly in Theo-
rem 5.1.4. The gapped domain wall M2 between C3 and D3 can be described the pair

(RModΣA(C),ΣA).

The multi-fusion 1-category of particles on this domain wall is given by

homRModΣA(C)(ΣA,ΣA)≃ FunRModA(ΩC)op(RModA(ΩC),RModA(ΩC))≃ RModA(ΩC),

where the first ‘≃’ is due to the fact that a functor intertwining the ΣA-action automatically intertwines
the ΩC-action, which is defined via the monoidal functor −⊗ A : ΩC→ RModA(ΩC).

Note that the monoidal equivalences in (5.1.3) summarize precisely the relation between the direct conden-
sation of a 2-codimensional topological defect A and that of the 1-codimensional topological defect ΣA.

All of above arguments automatically generalize to higher codimensional defects except a key point,
which deserves to be reinvestigated. We see the key point here is to argue that ΣA is automatically a con-
densable E1-algebra in C if A is a condensable E2-algebra in ΩC. We have used the physical or geometric
intuition established in Theoremph 3.3.2 and 3.3.9 (in particular, (3.3.1)). Unfortunately, this physical or ge-
ometric intuition stops to make sense for higher codimensional topological defects because k-codimensional
topological defects for k > 2 do not give a complete mathematical characterization of a topological order.
Whenever we want to apply the geometric intuition of a topological order Cn+1 we should automatically in-
clude all topological defects of codimension 1 or higher if Cn+1 is anomalous; or include all topological defect
of codimension (at least) 2 or higher if Cn+1 is anomaly-free. Therefore, in order to generalize this key point
to higher codimensional defects, we need more fundamental arguments that are ready to be generalized.

Now we explain mathematically why ΣA is a condensable E1-algebra in C. First, recall that ⊗2 represents
the fusion product in the vertical direction (see Figure 6 and 13), and (ΩC,⊗2) is monoidal. Therefore, it
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makes sense to talk about the 1-category AlgE1
(ΩC) based on the monoidal structure (ΩC,⊗2). It turns out

that the second tensor product ⊗1 on ΩC (i.e., the horizontal fusion) endow both triples

(AlgE1
(ΩC),⊗1, 11C

) and (RModΩC(2Vec),⊠ΩC,ΩC)

with the structure of a monoidal 1-category and a monoidal 2-category, respectively. We explain this fact
below.

1. The tensor product in AlgE1
(ΩC) is given by the tensor product ⊗1 in ΩC. For A, B ∈ AlgE1

(ΩC), A⊗1 B
is a well-defined E1-algebra in ΩC with the algebraic structure defined as follows:

A

A

B

B
ΩC

x1x2
(A⊗1 B)⊗2 (A⊗1 B)

δA,A,B,B
−−−→ (A⊗2 A)⊗1 (B ⊗2 B)

µAµB−−→ A⊗1 B.

2. A right ΩC-module X with a right ΩC-action ⊙ : X ×ΩC→ X is automatically a left ΩC-module with
the left ΩC-action defined by a ⊙ x := x ⊙ a for a ∈ ΩC, x ∈ X . This is a well-defined left ΩC-module
due to the existence of the braiding in ΩC as shown below:

a⊙ (b⊙ x) := (x ⊙ b)⊙ a ≃ x ⊙ (b⊗1 a)
1x c1

b,a
−−−→ x ⊙ (a⊗1 b) = (a⊗1 b)⊙ x .

where the braiding c1
b,a is defined in (2.3.6).

Note that there is a functor

Σ(−) = RMod−(ΩC) : AlgE1
(ΩC)→ RModΩC(2Vec) = C (5.1.5)

defined by
A � //

f

��

RModA(ΩC)

−⊗A f B

��
B � // RModB(ΩC)

where f B is the A-B-bimodule with the right A-module structure induced from the algebra map f : A→ B.
One can show that RMod−(ΩC) : AlgE1

(ΩC)→ RModΩC(2Vec) is a lax-monoidal functor with two defining
1-morphisms:

11C
7→ RMod11C

(ΩC)≃ ΩC; RModA(ΩC)⊠ΩC RModB(ΩC)
F̃
−→ RModA⊗1B(ΩC).

We give a construction of F̃ . The functor RModA(ΩC)⊠RModB(ΩC)
F
−→ RModA⊗B(ΩC) defined by m⊠ n→

m⊗1 n, where the A⊗1 B-action on m⊗1 n is defined as follows:

m

A

n

B
a ∈ ΩC

x1x2
(m⊗1 n)⊗2 (A⊗1 B)

δm,n,A,B
−−−→ (m⊗2 A)⊗1 (n⊗2 B)

µmµn−−→ m⊗1 n.

From above picture, it is clear that this functor F isΩC-balanced, i.e., (m⊗1 a)⊗1 n≃ m⊗1(a⊗1 n). Therefore,
it induces a functor F̃ : RModA(ΩC)⊠ΩC RModB(ΩC)→ RModA⊗B(ΩC). This functor F̃ endows the functor
Σ(−) : AlgE1

(ΩC)→ RModΩC(2Vec) with the structure of a lax-monoidal functor.
Since a lax-monoidal functor maps E1-algebras to E1-algebras, it means that the functor RMod−(ΩC) can

be lifted to a functor

RMod−(ΩC) : AlgE2
(ΩC) = AlgE1

(AlgE1
(ΩC))→ AlgE1

(RModΩC(2Vec)), (5.1.6)

A 7→ ΣA= RModA(ΩC).
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Since the separability is defined by 1-morphisms and identities inAlgE1
(ΩC), they are mapped to 1-morphisms

and identities in RModΩC(2Vec). As a consequence, we obtain a restriction of the functor RMod−(ΩC) on
the subcategory Algc

E2
(ΩC):

Σ(−) = RMod−(ΩC) : Algc
E2
(ΩC)→ Algc

E1
(RModΩC(2Vec)) = Algc

E1
(C). (5.1.7)

A 7→ ΣA= RModA(ΩC).

We summarize above result as a mathematical theorem.

Proposition 5.1.1. For a braided fusion 1-category B, there is a well-defined functor

Σ(−) : Algc
E2
(B)→ Algc

E1
(ΣB) defined by A 7→ ΣA= RModA(B).

When B is non-degenerate, this functor maps Lagrangian E2-algebras in B to Lagrangian E1-algebras in ΣB
bijectively.

Remark 5.1.2. Proposition 5.1.1 provides a powerful way to construct or classify Lagrangian E2-algebras
via the classification of Lagrangian E1-algebras, which can be obtained from Theoremph 3.3.29. For example,
the classification of the Lagrangian algebras in 2+1D finite gauge theories, originally obtained by Davydov
in [Dav10b], can be easily recovered in Example 3.3.41. As we show later, it is a powerful tool to study
Lagrangian E2-algebras in braided fusion higher categories. ♦

Remark 5.1.3. The functor Σ : Algc
E2
(B) → Algc

E1
(ΣB) is not surjective in general. This fact is related to

the fact that two Witt equivalent non-degenerate braided fusion categories cannot be obtained from each
other via anyon condensations in general; however, they can be obtained from each via condensations of
1-codimensional topological defects. ♦

When C3 is anomalous, the condensation of a 2-codimension topological defect A∈ Algc
E2
(ΩC) is defined

by first condensing it on a line to produce a 1-codimensional topological defect ΣA; then condensing ΣA. In
this case, the equivalence (5.1.3) is not true in general because ΩC does not have the complete information
of C and some 1-codimensional topological defects in C are not condensation descendants of ΩC. However,
the equivalence (5.1.4), i.e., ΩMod

E1
ΣA(C)≃ModE2

A (ΩC) remains correct because this equivalence is simply a
reformuation of the natural physical intuition that all 2-codimensional topological defects in the condensed
(also anomalous) phase D3 can only come fromΩC as deconfined 2-codimensional topological defects, i.e. as
E2-A-modules in ΩC. Moreover, C3 and D3 should share the same gravitational anomaly, i.e., Z(C)4 = Z(D)4.
We summarize and reformulate above results as mathematical results.

Theorem 5.1.4. Let C be a fusion 2-category, A ∈ Algc
E2
(ΩC) and ΣA = RModA(ΩC). Then we have ΣA ∈

Algc
E1
(C) and a natural braided equivalence:

ΩMod
E1
ΣA(C)≃ModE2

A (ΩC). (5.1.8)

Proof. We have already obtained this result through physical arguments. Now we sketch a mathematical
proof. Note that ΩMod

E1
ΣA(C) ≃ ΩMod

E1
ΣA(ΣΩC). A 1-morphism ΣA→ ΣA in Mod

E1
ΣA(ΣΩC) is a functor from

ΣA to ΣA intertwining the right ΩC-action and the two-side ΣA-actions in x1-dimension. Note that a functor
from ΣA to ΣA intertwining the right ΩC-action is precise the functor −⊗2

A m for an A-A-bimodule m in ΩC,
where the superscript ‘2’ represents in the x2-dimension. Therefore, a 1-morphismΣA→ ΣA in Mod

E1
ΣA(ΣΩC)

is precisely a functor −⊗2
A m intertwining the two-side ΣA-actions in x1-direction.

m

A

ΩC

x1x2

A

A

A

A

A

A

m is equipped with horizontal two-side A-actions
induced from the vertical right A-action m⊗2 A→ m.
These three A-actions on m are illustrated as the three arrows
from A to m in the top triangles, which mean that the top two
triangles in diagram (4.1.6) (for x = m) is commutative.
It remains to show that the horizontal A-actions are also
compatible with the vertical left A-action A⊗2 m→ m.
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The condition that − ⊗2
A m intertwines the horizontal ΣA-actions says that the horizontal A-actions on m

can be equivalently defined by the horizontal A-actions on the A-factor in A⊗2
A m. Therefore, the horizontal

A-actions are compatible with the vertical left A-action A⊗2 (A⊗2
A m)→ m because A itself is an E2-A-module

(recall the defining condition of an E2-A-module in the commutative diagram (4.1.6)). This compatibility is
illustrated in the bottom triangles in the above picture. □

Theorem 5.1.5. For a non-degenerate braided fusion 1-category B, A∈ Algc
E2
(B) and ΣA= RModA(B), we

have a natural monoidal equivalence:

Mod
E1
ΣA(ΣB)≃ ΣModE2

A (B). (5.1.9)

Remark 5.1.6. When A is a condensable E1-algebra in a fusion 2-fusion C, ΣA ∈ Σ′C = LModC(3Vec). We
have

ΩΣAΣ
′C= FunC(RModA(C),RModA(C))≃Mod

E1
A (C). (5.1.10)

When A is a condensable E2-algebra in braided fusion 2-category B, ΣA ∈ Algc
E1
(ΣB). We can repeat the

argument to obtain Σ2A := RModΣA(ΣB) ∈ Σ′ΣB. Then we obtain

Ω2
Σ2A(Σ

′ΣB) = ΩMod
E1
ΣA(ΣB)≃ModE2

A (B). (5.1.11)

The canonical equivalence (5.1.11) provides us a convenient way to understand, compute or even define
alternatively the category ModE2

A (B) (recall Section 4.1.1). ♦

Remark 5.1.7. We have assumed the topological order C3 to be anomaly-free and simple. If C3 is not
anomaly-free, then, in order to define a phase transition by condensing a 2-codimensional topological de-
fect A ∈ ΩC, we have to first condense A along a line to create a condensed string ΣA, then condense ΣA
along the remaining transversal direction. We discuss such a condensation as a special case of more general
condensations in Section 5.2. ♦

5.1.2 Examples

Example 5.1.8. Let us consider the 2+1D Z2 topological order TC3, whose 2-category of topological defects
is TC. In this case, ΩTC = Z1(Rep(Z2)) is a non-degenerate braided fusion 1-category with four simple
objects 1, e, m, f , where 1, e generate the sub-fusion category Rep(Z2). By [KZ22a], there are six simple
strings 1,ϑ, ss, sr, rs, rr in TC2 with the fusion rules given in [KZ22a, Table 1].

1. A0 = 1 is the trivial condensable E2-algebra in ΩTC. If we condense A0 along a line, we obtain a
condensed string 1.45

2. Ae = 1⊕e is a condensable E2-algebra in ΩTC. If we condense Ae along a line, we obtain the condensed
string rr= ΣAe ∈ C.

TC3

•
•
•
•
•
•

Ae
Ae

Ae

Ae

Ae

Ae

condense
−−−−−→

r r

TC3 TC3

As we have shown in Example 3.3.39, this string rr is a condensable E1-algebra that can be further
condensed to create the rough boundary of TC3.

3. Am = 1⊕m is a condensable E2-algebra in ΩTC. If we condense Am along a line, we obtain a condensed
string ss.

TC3

•
•
•
•
•
•

Am
Am

Am

Am

Am

Am

condense
−−−−−→

s s

TC3 TC3

As we have shown in Example 3.3.39, this string ss has a canonical structure of a condensable E1-
algebra in C that can be further condensed to create the smooth boundary of TC3.

45Note that a condensable E1-algebra that are Morita equivalent to 1 (e.g., [x , x] = x ⊗ x∗ for x ∈ ΩTC) produces the ‘essentially
same’ condensed string 1. In general, when A is only a condensable E1-algebra, by choosing a unit morphism 1→ ΣA different from
the canonical one, the condensed defect ΣA might be further condensed if A is Morita equivalent to a condensable E2-algebra.
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4. A f = 1⊕ f is a condensable E1-algebra inΩTC. If we condense A f along a line, we obtainΣA f = ϑ. This
follows from the fact that the condensable E1- algebra, as an internal hom, that creates the e-m-duality
wall ϑ from the trivial wall is precisely A f = 1⊕ f [Bom10, KK12].

TC3

•
•
•
•
•
•

A f
A f

A f

A f

A f

A f

condense
−−−−−→

ϑ

TC3 TC3

In this case, ϑ is not a condensable E1-algebra in TC and can not be further condensed.

5. A4 = 1⊕e⊕m⊕ f is a condensable E1-algebra in ΩTC isomorphic to the tensor product algebra Ae⊗Am.
If we condense A4 along a line, we obtain ΣA4 = rs because the internal hom algebra associated to rs
is precisely A4 [JZWK+19]. Note that ΣA4 cannot be further condensed.

TC3

•
•
•
•
•
•

A4
A4

A4

A4

A4

A4

condense
−−−−−→

r s

TC3 TC3

Note that Aop
4 is also a condensable E1-algebra in TC isomorphic to the tensor product algebra Am⊗Ae.

Condensing it produce the condensed string sr, which cannot be further condensed.

Example 5.1.9. We consider 2+1D double Ising topological order.

1. The only Lagrangian E2-algebra in Ω(Is ⊠ Isop) = ΩIs ⊠ ΩIsop is A0 = 1 ⊠ 1 ⊕ψ ⊠ψ ⊕ σ ⊠ σ. By
condensing it in an open 2-disk, we obtain the trivial phase 13. This condensation can be achieved in
two steps. First, we condense it along a line, we obtain a condensed stringΣA0, which can be identified
with ΩIs ≃ RModA0

(ΩIs ⊠ ΩIsop) ∈ ΣΩ(Is ⊠ Isop), or, coordinate independently, as 1-codimensional
defect obtained by stacking of two layers of the unique gapped boundary of the double Ising topological
order.

Z(Is)3

•
•
•
•
•
•

A0
A0

A0

A0

A0

A0

condense
−−−−−→

Is2 Is2

Z(Is)3 Z(Is)3

Condensing ΣA0 produces the trivial phase 13 and the gapped boundary M2 = Is2, i.e.,

Mod
E1
ΣA0
(ΣΩ(Is⊠ Isop))≃ 2Vec, (M, m) = (RModΣA0

(ΣΩ(Is⊠ Isop)),ΣA0)≃ (Is,1).

2. The anyon condensation from double Ising to toric code was explained in Example 4.1.13. Now we
reconstruct this phase transition in two steps. Recall that A= 1⊠ 1⊕ψ⊠ψ ∈ ΩIs ⊠ΩIsop ≃ Z1(ΩIs)
is a condensable E2-algebra in Z1(ΩIs). We have ΣA = RModA(Z1(ΩIs)). By further condensing ΣA
in ΣZ1(ΩIs) = Is ⊠ Isop, according to (3.3.18), we obtain the Z2 topological order as the condensed
phase, i.e.,

Mod
E1
ΣA(ΣZ1(ΩIs))≃ ΣZ1(Rep(Z2)) = TC.

Note that RModA(Z1(ΩIs))op is also a condensable E1-algebra in TC, which is not the delooping of any
condensable E2-algebra in ΩTC.

Example 5.1.10. All the examples of anyon condensations given in Section 4.1.2 can be redefined by first
condensing an anyon A along a line to give a condensed string ΣA then condensing ΣA. We leave them as
exercises. We explain only a special case that echo with previous examples (see Example 3.3.41).

• Let G be a finite group and H ≤ G a subgroup. Let A= Fun(G/H). Note that A ∈ Algc
E2
(Z1(Rep(G))).

The central functor −⊗ A : Z1(Rep(G)) → RModA(Z1(Rep(G))) defines a condensable E1-algebra ΣA
in GT3

G = ΣZ1(Rep(G)); or equivalently, the monoidal functor

Rep(G)→ Rep(G)⊠Z1(Rep(G)) RModA(Z1(Rep(G)))≃ RModA(Rep(G)) = Rep(H)
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defines a condensable E1-algebra ΣA= Rep(H)op in GT3
G = BModRep(G)|Rep(G)(2Vec)op. By condensing

ΣA in GT3
G , we obtain the condensed phase D3 = GT3

H with D = BModRep(H)|Rep(H)(2Vec)op. This
coincides with the well-known result that the anyon condensation of the E2-algebra A in Z1(Rep(G))
produces the condensed phase D3 = GT3

H (recall Example 4.1.11).

5.2 Condensation of higher codimensional topological defects

5.2.1 General theory

Consider a (potentially anomalous) n+1D simple topological order Cn+1. The category of all topological
defects C is a fusion n-category. By definition, for k ≥ 1, the category Ωk−1C of topological defects of
codimension k or higher is an Ek-fusion (n− k + 1)-category, and ΣΩk−1C is an indecomposable separable
(n− k+ 2)-category containing 1k−2

1C
and is the full subcategory of Ωk−2C.

We denote the composition of k-morphisms in BC by ⊗k. For 1 ≤ i ≤ k, similar to the discussion in
Section 2.3.2, ⊗i also represents the fusion product of two k-codimensional topological defects along the
x i-direction. For 1 ≤ i, j ≤ k, if we want to discuss the fusion among k-codimensional topological defects
along the x i-direction and the x j-direction, we often use the following picture in the (x i , x j)-plane:

a

b

c

d
Ωk−1C

x ix j

(5.2.1)

where a, b, c, d ∈ Ωk−1C and other directions of these k-codimensional defects a, b, c, d are assumed to lie in
the normal direction of above plane. By restricting to the (x i , x j)-plane, we see that these k-codimensional
topological defects form is equipped with the following isomorphism

(a⊗i c)⊗ j (b⊗i d)
δ
(i, j)
a,b,c,d
−−−→
≃
(a⊗ j b)⊗i (c ⊗ j d) (5.2.2)

that defines the E2-monoidal structure. These fusion products ⊗i for 1 ≤ i ≤ k define the k-dimensional
multiplication of k-codimensional topological defects and, therefore, define the Ek-monoidal structure on
Ωk−1C.

Lemma 5.2.1. Let B be an Ek-multi-fusion n-category. The assignment A 7→ ΣA = RModA(B) defines a
functor:

Σ(−) := RMod−(B) : Algc
Ek
(B)→ Algc

Ek−1
(ΣB).

Proof. Since B is Ek-monoidal, it has fusion products ⊗i in i-th independent direction for 1≤ i ≤ k. We have
shown in Section 5.1.1 that Σ(−) : Algc

E1
(B)→ ΣB, defined as follows:

A � //

f

��

RModA(B)

−⊗A f B

��
B � // RModB(B)

is a well-defined functor. We have used the k-th monoidal structure ⊗k on B to define the objects in the cat-
egory Algc

E1
(B). For 1 ≤ i < k, each tensor product ⊗i endows Algc

E1
(B) with a monoidal structure denoted

by (Algc
E1
(B),⊗i), and also endows RModA(B) with a monoidal structure denoted by (RModA(B),⊗i). Re-

stricting to the (x i , x k)-plane, we have already shown in Section 5.1.1 that Σ : (Algc
E1
(B),⊗i)→ (ΣB,⊗i) is

a lax-monoidal functor, which maps algebras in (Algc
E1
(B),⊗i) to algebras in (ΣB,⊗i). Since Σ preserves the

monoidal structure in all i-th directions for 1≤ i < k, it preserves the Ek−1-monoidal structures on Algc
E1
(B)

and ΣB. □
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Now we are ready to state one of the main results of this work, which is a natural consequence of all the
previous discussion in this work.

Theoremph 5.2.2. In a (potentially anomalous) n+1D simple topological order Cn+1, a k-codimensional
topological defect A∈ Ωk−1C is condensable, if it is equipped with the structure of a condensable Ek-algebra
in Ωk−1C (i.e., A ∈ Algc

Ek
(Ωk−1C)). By condensing it, we mean a k-step process that produces a condensed

new phase Dn+1.

1. In the first step, we condense the defect A along one of the transversal direction x k. It means that
we first proliferate the defect A along the transversal direction x k, then introduce interactions among
these defect, or equivalently, introduce condensation maps defined by the multiplication map A⊗A→ A
of the Ek-algebra in the x k-direction. This produces a (k − 1)-codimensional topological defect ΣA ∈
ΣΩk−1C ,→ Ωk−2C.

xk−1xk

A•

•A
•A
•A
•A
•A
•A

condensation
−−−−−−−→

along a line

xk−1xk

A• ΣA

If we use the coordinate system ΣΩk−1C = RModΩk−1C((n− k + 2)Vec), the object ΣA can be defined
as follows:

ΣA := RModA(Ω
k−1C) ∈ RModΩk−1C((n− k+ 2)Vec) ,→ Ωk−2C. (5.2.3)

2. It turns out that ΣA has a natural structure of a condensable Ek−1-algebra in ΣΩk−1C or in Ωk−2C. In
the second step, we condense ΣA along one of the remaining transversal direction x k−1 to produce a
(k− 2)-codimensional topological defect Σ2A := RModΣA(Ωk−2C) ∈ ΣΩk−2C ,→ Ωk−3C.

xk−2xk−1

ΣA•

•ΣA
•ΣA
•ΣA
•ΣA
•ΣA
•ΣA

condensation
−−−−−−−→

along a line

xk−2xk−1

ΣA• Σ2A

3. Repeat above process untilΣk−1A, which is a condensable E1-algebra in C. In the k-th step, we condense
Σk−1A in C along the only remaining transversal direction x1. We obtain a new phaseDn+1 and a gapped
domain wall Mn = (M, m) such that

x1x2

Cn+1

Mn = (M, m)

Mn Dn+1

C
L1−→M M

R1←−D

(5.2.4)

D≃Mod
E1

Σk−1A(C) and M= RModΣk−1A(C) = Σ
kA, m= Σk−1A. (5.2.5)

4. For 1≤ i ≤ k, i-codimensional topological defects inΩi−1C move onto the wall according to the functor

Li := −⊗Σk−iA : Ωi−1C→ Ωi−1
m M;

and those in Dn+1 move onto the wall according to the functor

Ri := Σk−iA⊗Σk−iA− : Ωi−1D→ Ωi−1
m M.

The functors L1 and R1 is illustrated in (5.2.4).
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5. Cn+1 and Dn+1 share the same gravitational anomaly. In other words, they are gapped boundaries of
the same anomaly-free n+2D topological order as illustrated below,

Z(C)n+2 = Z(D)n+2

MnCn+1 Dn+1

where Z(C)n+2 and Z(D)n+2 denote the bulk of Cn+1 and Dn+1, respectively. Mathematically, it implies
the following results.

Z1(C)≃ Z1(Mod
E1

Σk−1A(C)), (5.2.6)

Z0(RModΣk−1A(C))≃Mod
E1

Σk−1A(C)
op ⊠Z1(C) C, (5.2.7)

Dop ≃Mod
E1

Σk−1A(C)
op ≃ Z1(C,Z0(RModΣk−1A(C))). (5.2.8)

6. If Cn+1 is anomaly-free, then one can alternatively terminate the process at Σk−2A, which is a condens-
able E2-algebra in ΩC. More precisely, we can condense Σk−2A∈ Algc

E2
(ΩC) directly to obtain the same

new phase Dn+1 and the same gapped domain wall such that

Cn+1

•
•
•
•
•
•

•

•• ••
•
•

•
•

• •
••

•••

•

•
•

•
•

•
•

•
•

•
•

•
•

•

•

Σk−2A•x1x2

2-codim condensation
−−−−−−−−−−−−−→

Cn+1

Dn+1

Mn

ΩD≃ModE2

Σk−2A(ΩC) and ΩmM= RModΣk−2A(ΩC). (5.2.9)

The consistency of two approaches immediately implies the following natural equivalences:

ΣModE2

Σk−2A(ΩC)≃Mod
E1

Σk−1A(C) and ΣRModΣk−2A(ΩC)≃ RModΣk−1A(C), (5.2.10)

where the first equivalence is a monoidal equivalence. □

Remark 5.2.3. When the k-codimensional topological defect A ∈ Ωk−1C is only a condensable Ei-algebra
in Ωk−1C for 1 ≤ i < k, then condensing A can only produce lower codimensional defects Σ jA in Cn+1 for
i ≤ j < k instead of a new phase Dn+1. In this sense, A can be called ‘i-condensable’. ♦

We first provide a physical or working definition of an Em-module over an Em-algebra.

Definition 5.2.4. Given A ∈ AlgEm
((n+ 1)Vec) and A ∈ AlgEm

(A). For m = 1, an E1-module over A in A is
just an A-A-bimodule in A. For m = 2, an E2-module over A in A is defined in Section 4.1.1. For m ≥ 3, an
Em-module over A (or an Em-A-module) in A is an object M in A equipped with two-side A-actions in the
x i-dimension for all 1 ≤ i ≤ m such that M is an E2-module over A in each (x i , x j)-plane for 1 ≤ i < j ≤ m
(recall Remark 4.1.2). □

We denote the category of Em-module over A by Mod
Em
A (A). When m = 0, we set Mod

E0
A (A) := (A, A).

For m ≥ 2, we would like to provide an alternative way to understand Mod
Em
A (A). For an Em-multi-fusion

n-category A and A, B ∈ Algc
Em
(A), there is a natural equivalence of (n+ 1)-categories (recall Eq. (4.1.4)):

BModA|B(A)≃ LModA(A)⊠A RModB(A).

The BModA|B(A) inherits a natural structure of an Em−1-multi-fusion n-category from those on LModA(A)
and RModA(A). More explicitly, it is equipped with a tensor unit A⊗ B and a tensor product ⊗i

A|B in the

x i-dimension induced from ⊗i
A⊠A⊗

i
B in LModA(A)⊠ARModB(A) for all 1≤ i ≤ m−1. The tensor product
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⊗i
A in LModA(A) is induced from the two-side A-actions on modules A⊗i M → M and M ⊗i A→ M , both

of which are induced from the left A-action A⊗m M → M in the xm-dimension via diabatically moving A. A
special case of m= 2 is illustrated in the picture in (4.1.3). The tensor products ⊗i

B are similar.
When A= B, we obtain A∈ Algc

Em−1
(Mod

E1
A (A)), and A is a direct summand of the tensor unit A⊗A. Note

that, at the same time, Mod
E1
A (A) has another natural structure of E1-multi-fusion n-category with the tensor

product ⊗m
A (defined in the xm-dimension) and the tensor unit A.

If we repeat this process j-times, the category Mod
E1
A (· · ·Mod

E1
A (A)) has two different (higher) monoidal

structures:

- an Em− j-monoidal structure with the tensor unit A⊗ A and a tensor product in each x i-direction for
i = 1, · · · , m− j such that they are all compatible;

- an E j-monoidal structure with a tensor unit A and a tensor product ⊗i
A in the x i-dimension for i =

m− j + 1, · · · , m such that they are all compatible.

Therefore, we obtain a generalization of (4.1.7) and an alternative way to define Mod
Em
A (A) as summarized

in the following Proposition.

Proposition 5.2.5. We have an Em-monoidal equivalence

Mod
Em
A (A)≃Mod

Em−1
A (Mod

E1
A (A))≃Mod

E1
A (· · ·Mod

E1
A (A)).

Remark 5.2.6. It is possible to give a more compact mathematical definition of Mod
Em
A (A) as an iterated

looping of the category of E0-modules over an E0-algebra. We will do that in [KZZZ25]. ♦

When Cn+1 is anomalous, the condensable Ek-algebra A in Ωk−1C does not directly determines the phase
transition without going through the condensed defect Σk−1A. However, it determines some partial data of
the condensed phase directly.

1. Since all (deconfined) topological defects of codimension k or higher in the condensed phase Dn−1

necessarily come from those in Ωk−1C, and they are necessarily the Ek-modules over A, we must have
the following Ek-monoidal equivalence:

Mod
Ek
A (Ω

k−1C)≃ Ωk−1 Mod
E1

Σk−1A(C) = Ω
k−1ΣkA. (5.2.11)

2. Topological defects living on the gapped domain wall Mn are confined topological defects. Those k-
codimensional topological defect on Mn, i.e., objects in Ωk−1

m M, are necessarily originated from those
inΩk−1C. Recall that a deconfined k-codimensional defect need support an A-action in all k-dimensions
(with two mutually-opposite directions in each dimension). If we drop the A-action in one single direc-
tion, the associated topological defect is not deconfined. On the other hand, the minimal requirement
for a topological defect to survive on the wall Mn is that it should support an A-action at least from
one single direction (see further discussion in Remark 5.2.7). Therefore, those defects in Ωk−1

m M are
necessarily right A-modules in Ωk−1C, i.e.,

RModA(Ω
k−1C)≃ Ωk−1 RModΣk−1A(C) = Ω

k−1ΣkA. (5.2.12)

As a consequence, we also have

Ωi
mM= Ω

iΣkA= Ωi RModΣk−1A(C)≃ RModΣk−1−iA(Ω
iC), for 0≤ i ≤ k− 1. (5.2.13)

Remark 5.2.7. The condition for an object inΩk−1C to live on the wall Mn is that it supports an A-action from
at least a single direction. It can be equipped with compatible A-actions from other directions. When it does
not support compatible A-actions in all 2k directions in all k-dimensions, say the compatibility of A-action
in one of the two directions in the x k-dimension is dropped, even though one can still define an A-action
in this direction using the other A-action in the x k-dimension via a braiding in (x i , x k)-plane, this A-action
depends on the paths of the braidings. The incompatibility of different paths causes a strong interference
that triggers the confinement. At the same time, one can also see that (k − 1)-codimensional defects in
Ωk−1

m M can have different levels of confinement. More precisely, assume the domain wall Mn is defined by
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the hyperplane defined by x k = x k
0 in space. Then all (k − 1)-codimensional defects in Ωk−1

m M are confined
in the x k-dimension. For 1≤ i < k, if a (k−1)-codimensional defect in Ωk−1

m M supports an two-side A-action
in the x i-dimension that are compatible with the A-action in one of the x k-direction, then it is deconfined in
the x i-dimension. ♦

We summarize and reformulate above results as mathematical results.

Theorem 5.2.8. Let C be a fusion n-category and A ∈ Algc
Ek
(Ωk−1C). For 1 ≤ i < k, we set Σ0A := A

and define inductively ΣiA = RModΣi−1A(Ωk−iC). Then ΣiA ∈ Algc
Ek−i
(Ωk−i−1C), and there is a natural Ek−i-

monoidal equivalence:
Mod

Ek−i

ΣiA (Ω
k−i−1C)≃ Ωk−i−1 Mod

E1

Σk−1A(C). (5.2.14)

Proof. We obtain this result through physical arguments. Now we sketch a mathematical proof of (5.2.14)
parallel to that of Theorem 5.1.4. It is enough to prove the following Ek-monoidal equivalence:

Mod
Ek
A (Ω

k−1C)≃ ΩMod
Ek−1
ΣA (Ω

k−2C). (5.2.15)

Note thatΩMod
Ek−1
ΣA (Ω

k−2C)≃ ΩMod
Ek−1
ΣA (ΣΩ

k−1C). A 1-morphismΣA→ ΣA inMod
Ek−1
ΣA (ΣΩ

k−1C) is a functor
from ΣA to ΣA intertwining the right Ωk−1C-action and the (k − 1)-dimensional ΣA-action. Since a functor
from ΣA to ΣA intertwining the right Ωk−1C-action is necessarily equivalent to the functor −⊗k

A m for an A-A-
bimodule m in Ωk−1C, a 1-morphism ΣA→ ΣA in Mod

Ek−1
ΣA (ΣΩ

k−1C) is precisely a functor −⊗k
A m intertwining

the ΣA-actions in the x i-dimension for all 1 ≤ i < k, a condition which upgrades m to an E2-A-module in
Ωk−1C in each (x i , x k)-plane as shown in the proof of Theorem 5.1.4. Hence, m is an Ek-A-module in Ωk−1C.□

If C = Σk−1Ωk−1C, i.e., topological defects outside Ωk−1C are all condensation descendants of those in
Ωk−1C, then we have the following stronger results.

1. It is natural to ask if all deconfined topological defects outside Ωk−1D are also condensation descen-
dants of those in Ωk−1D. It turns out that this is not correct because, for i < k − 1, ΩiD is not con-
nected in general even though ΩiC is connected. We give an example of this fact. Consider C5 = 15

and A = Rep(G) ∈ 2Vec = Ω2C, then ΣA = 2Rep(G) ∈ 3Vec = ΩC and Σ2A = 3Rep(G). In this
case, we have ModE2

ΣA(3Vec) ≃ Z1(3Rep(G)), which is not indecomposable as a separable 3-category
[KTZ20b]. Therefore, ModE2

ΣA(3Vec) ̸= ΣMod
E3
A (2Vec). Moreover, for i = 0, it was known that every

fusion 2-category is Morita equivalent to a connected one (i.e., ΣB for a braided fusion 1-category B)
[Déc23a].

2. In this case, all confined topological defects on the gapped domain wall are necessarily condensation
descendants of those in Ωk−1

m (M). This fact will be explained mathematically in [KZZZ25]. Therefore,
we obtain the following natural equivalence:

Σk−1 RModA(Ω
k−1C)≃ RModΣk−1A(C). (5.2.16)

Note that (5.2.12) is an immediate consequence of (5.2.16), respectively. A special case of (5.2.16)
will be useful later. For a subgroup H of a finite group G, we have

RModnRep(H)((n+ 1)Rep(G))≃ Σn(RModFun(G/H)(Rep(G)))≃ Σn(Rep(H))≃ nRep(H). (5.2.17)

We reformulate (5.2.11), (5.2.12) and (5.2.16) as mathematical results below.

Theorem 5.2.9. Let B be an Ek-fusion n-category and A∈ Algc
Ek
(B). We set Σ0A= A and, for 0≤ i < k, we

define inductively ΣiA= RModΣi−1A(Σi−1B). We have a natural Ek−i-monoidal equivalence:

Mod
Ek−i

ΣiA (Σ
iB)≃ Ωk−i Mod

E0

ΣkA(Σ
kB), (5.2.18)

which is proved in the proof of Theorem 5.2.8. Moreover, we have a natural Ek−1−i-monoidal equivalence
and an Ek−1-monoidal equivalence, respectively, given as follows:

Σi RModA(B)≃ RModΣiA(Σ
iB), RModA(B)≃ Ωi RModΣiA(Σ

iB). (5.2.19)
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Example 5.2.10. The Ek-monoidal equivalence (5.2.18) provides a convenient way to understand and com-
pute the category Mod

Ek
A (B). It can also serves as a working definition of Mod

Ek
A (B). We give an example.

Let A= nRep(G), which can be viewed as a condensable Ek-algebra in (n+ 1)Vec for all k ≥ 1. We have the
following results.

1. Mod
E1

nRep(G)((n+ 1)Vec)≃ GTn+2
G .

2. ModE2

nRep(G)((n+ 1)Vec)≃ ΩMod
E1

(n+1)Rep(G)((n+ 2)Vec)≃ Z1((n+ 1)Rep(G))≃ ΩGTn+2
G .

3. For k > 2, we have
Mod

Ek

nRep(G)((n+ 1)Vec)≃ (n+ 1)Rep(G) (5.2.20)
♥

which follows from

Mod
Ek

nRep(G)((n+ 1)Vec)≃ Ωk−1(Mod
E1

(n+k−1)Rep(G)((n+ k)Vec))≃ Ωk−2Z1((n+ k− 1)Rep(G)).

The following result generalizes the equivalence (3.3.5).

Theorem 5.2.11. Let B be an Ek-fusion n-category and A∈ Algc
Ek
(B). We have

Mod
Ek
A (B)

op ≃ Zk(B,Zk−1(RModA(B))). (5.2.21)

When B= nVec, we obtain Mod
Ek
A (nVec)op ≃ Zk−1(ΣA) (recall Example 2.3.22).

Proof. It follows from the the following equivalences:

Mod
Ek
A (B)

op ≃ Ωk−1(Mod
E1

Σk−1A(Σ
k−1B)op)

≃ Ωk−1Z1(Σ
k−1B,Z0(RModΣk−1A(Σ

k−1B)))

≃ Zk(B,Ωk−1Z0(Σ
k−1 RModA(B)))

≃ Zk(B,Zk−1(RModA(B))),

where the first ‘≃’ is due to (5.2.18), the second ‘≃’ is due to (3.3.5), the third ‘≃’ is due to (2.3.13) and the
4th ‘≃’ is due to (2.3.15). □

Remark 5.2.12. The special cases of n= 2 and k = 1,2, 3 of Theorem 5.2.11 are also obtained independently
in [Xu24a], which appeared on arXiv on the same day as ours. These results generalize similar results for
1-categories obtained much earlier in [Sch01]. ♦

Example 5.2.13. When A= (n− 1)Rep(G) and B= nVec, we have

Mod
E1

(n−1)Rep(G)(nVec)op ≃ Z0(nRep(G)),

ModE2

(n−1)Rep(G)(nVec)op ≃ Z1(nRep(G)),

which are also the consequences of (3.3.11) and (4.2.12), respectively. For k ≥ 3, we obtain the following
equivalences:

Mod
Ek

(n−1)Rep(G)(nVec)op ≃ Zk−1(nRep(G))≃ nRep(G), (5.2.22)

where the second ‘≃’ is due to Example 5.2.10 and was rigorously proved in [KTZ20b, Proposition 3.11] for
n= 2 and k = 3. The other cases of this result is new. ♥

Remark 5.2.14. Note that (5.2.22) shows certain stability of higher centers that might hold for more general
Em-fusion n-categories. Actually, for an Ek+1-fusion n-category E, we have

E= ΩΣE≃ Zk(E),

if and only if the canonical Ek-monoidal functor ΣE→ Zk−1(ΣE) is fully faithful. This condition clearly holds
for E= nRep(G) and k ≥ 2. ♦
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5.2.2 General constructions

Similar to Section 3.3.2, in this subsubsection, we provide some general examples or constructions of the
condensations of k-codimensional topological defects in Cn+1. We would like to begin with a discussion on
how to construction condensable Ek-algebras.

For an n+1D topological order Cn+1, some condensable Ek-algebras in Ωk−1C can be constructed from the
condensable Ek+1-algebras in ΩkC by delooping. In general, there are additional condensable Ek-algebra in
Ωk−1C. In particular, those condensable Ek-algebras in the sub-categoryΣΩkC ofΩk−1C can all be constructed
physically. More explicitly, consider Dn+1 and a gapped (potentially anomalous) domain wall Mn between
Cn+1 and Dn+1. For k+ 1≤ n, we illustrate the (k+ 1)-th left bulk-to-wall map Lk+1 as follow.

Ωk
mM

Cn+1 Dn+1

ΩkC×Ωk
mM

⊙
−→ Ωk

mM

ΩkC
Lk+1=−⊙1k

m−−−−−−−−→ Ωk
mM

The category ΩkM is Ek-monoidal. It is clear that ΩkM ∈ LModΩkC((n− k+ 1)Vec). Moreover, the left ΩkC-
action compatible with the fusion products⊗i inΩkM for i = 1, · · · , k because theΩkC is acting from the x k+1-
dimension that are orthogonal to the x1, . . . , x k-dimensions. In other words, ΩkM ∈ LModΩkC(Alg

c
Ek
(n− k+

1)Vec). Similar to the proof of (3.3.14), by running the arguments in each (x i , x k)-plane (for i < k), we
must have

Ωk
mM ∈ Alg

c
Ek
(RModΩkC((n− k+ 1)Vec)) = LModΩkC(Alg

c
Ek
(n− k+ 1)Vec).

Similar to the discussion in Section 3.3.2, all condensable Ek-algebras in ΣΩkC should arise in this way. We
summarize this results as a mathematical theorem.

Theorem 5.2.15. For an Ek-fusion n-category B, we have a natural equivalence:

Algc
Ek−1
(RModB((n+ 1)Vec)≃ LModB(Alg

c
Ek−1
((n+ 1)Vec).

Remark 5.2.16. Note that the action ⊙ : ΩkC × Ωk
mM → Ω

k
mM also induces an internal hom [1k

m, 1k
m]ΩkC,

which is automatically a condensable Ek+1-algebra in ΩkC, i.e.,

[1k
m, 1k

m]ΩkC ∈ Alg
c
Ek+1
(ΩkC). (5.2.23)

We give a brief explanation of (5.2.23) in Appendix A.3. In general, it is not true that condensing [1k
m, 1k

m]ΩkC

can recover the gapped domain wall Mn. In general, RMod[1k
m,1k

m]ΩkC
(ΩkC) is only a sub-fusion category

of Ωk
mM. However, if C = ΣkΩkC and Mn is obtained from the condensation of A ∈ Algc

Ek+1
(ΩkC), i.e.,

M= RModΣkA(C), then we have ΩkM≃ RModA(ΩkC). As a consequence, we must have A= [1k
m, 1k

m]ΩkC.♦

Example 5.2.17. The basic idea behind all explicit constructions of condensable Ek-algebras in an Ek-fusion
n-category B is to find a nice coordinate system for B.

(1) Consider an Ek-fusion (n−1)-category A. Recall Theorem 5.2.11, the Ek-fusion n-category Zk−1(ΣA)op

is equipped with a coordinate system Zk−1(ΣA)op = Mod
Ek
A
(nVec). In this case, a condensable Ek-

algebra inMod
Ek
A
(nVec) is precisely an Ek-multi-fusion (n−1)-categoryP equipped with an Ek-monoidal

functor φ : A→ P. Moreover, we have

Mod
Ek
P
(Zk−1(ΣA)

op)≃Mod
Ek
P
(Mod

Ek
A
(nVec))≃Mod

Ek
P
(nVec)≃ Zk−1(ΣP)

op

Examples of such P can be constructed. Let X ∈ LModA(Alg
c
Ek−1
(nVec)). The Ek−1-monoidal A-action

A ⊠ X → X induces a canonical Ek-monoidal functor A → Zk−1(X), which defines a condensable
Ek-algebra in B. For example, one can choose X=A.
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(a) Let A = nRep(G) and B = Mod
Ek

nRep(G)((n + 1)Vec) (recall Example 5.2.10). The canonical Ek-
monoidal functors [KZ24]:

nRep(G)
f
−→ nRep(H), nRep(G)→ Zk−1(nRep(H)),

where H ≤ G is a subgroup, define condensable Ek-algebras in B.

(2) Assume B= ΣZk(A) for an Ek-fusion (n− 1)-category A. In this case, we have

ΣZk(A) = RModZk(A)(nVec)≃ ΣΩMod
Ek
A
(nVec)≃ ΣΩZk−1(ΣA). (5.2.24)

where we have used the mathematical fact Zk(A)≃ Fun
Ek
A
(A,A)≃ Ω(Mod

Ek
A
(nVec)) followed directly

from the universal property of the Ek-center Zk(−) (see [Lur17, Fra12]). Therefore, this B is a full
subcategory of Mod

Ek
A
(nVec). More precisely, a condensable Ek-algebra in B = ΣZk(A) is precisely

an Ek-fusion (n− 1)-category P lying in ΣΩMod
Ek
A
(nVec) and equipped with an Ek-monoidal functor

φ : A→ P. ♥

Now we provide some general constructions of k-codimensional defect condensations.

(1) Cn+1 = 1n+1: In this case, we have C= nVec and Ωk−1C= (n−k+1)Vec for k ≤ n. A simple condens-
able Ek-algebra in (n− k + 1)Vec is precisely an Ek-fusion (n− k)-category A. Following Theoremph 5.2.2,
we first condense the k-codimensional defect A along a transversal direction of the defect A and obtain a
(k− 1)-codimensional defect ΣA, then we repeat the process to obtain a2-codimensional defect Σk−2A and
a 1-codimensional defect Σk−1A. By condensing Σk−1A along the remaining transversal direction, we obtain
a condensed phase Dn+1 and a gapped domain wall Mn such that Dn+1 = Z(M)n+1,

D≃Mod
E1

Σk−1A
(nVec)≃ Z0(Σ

kA)op, (M, m) = (ΣkA,Σk−1A).

Moreover, we have, for 1≤ i ≤ k− 1,

ΩiD≃Mod
Ei+1

Σk−i−1A
((n− i)Vec)≃ ΩiZ0(Σ

kA)op ≃ Zi(Σ
k−iA)op, Ωi

mM≃ Σ
k−iA.

For i = k − 1, we recover Mod
Ek
A
((n − k + 1)Vec) ≃ Zk−1(ΣA)op obtained previously as a special case in

Theorem 5.2.11.

(2) Now we consider a condensation of k-codimensional defect in Dn+1 obtained above. A simple con-
densable Ek-algebra B in Ωk−1D in the coordinate system Ωk−1D ≃ Mod

Ek
A
((n − k + 1)Vec) is precisely

given by an Ek-monoidal functor A→ B for an Ek-fusion (n− k)-category B. Now we condense B viewed
as a k-codimensional defect in Dn+1 according to the k-step process described in Theoremph 5.2.2. First,
we condensed the k-codimensional defect B along one of its transversal direction. We obtain a (k − 1)-
codimensional defect ΣB defined by an Ek−1-monoidal functor ΣA→ ΣB. We repeat the process. We obtain
a 2-codimensional defect Σk−2B defined by the E2-monoidal functor Σk−2A→ Σk−2B and a 1-codimensional
defect Σk−1B defined by the E1-monoidal functor Σk−1A → Σk−1B. By further condensing such obtained
1-codimensional defect, we obtain a new condensed phase En+1 and a new gapped domain wall Nn as illus-
trated below:

Mn

1n+1 Dn+1

Nn

En+1 rolling up
−−−−−−→

1n+1

LR
2 (L

R
2 (1n))

= Σk−2B ∈ (n− 1)Vec.

such that

E≃Mod
E1

Σk−1B(D)≃Mod
E1

Σk−1B
(nVec)≃ Z0(Σ

kB)op,

(N, n)≃ (RModΣk−1B(D),Σ
k−1B)≃ (BModΣk−1A|Σk−1B(nVec),Σk−1B).

Moreover, we have, for 1≤ i ≤ k− 1,

ΩiE≃Mod
Ei+1

Σk−i−1B(Ω
iD)≃Mod

Ei+1

Σk−i−1B(Mod
Ei+1

Σk−i−1A
((n− i)Vec))≃Mod

Ei+1

Σk−i−1B((n− i)Vec)≃ Zi(Σ
k−iB)op.
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Moreover, we have the following (monoidal) equivalences:

M⊠D N ≃ RModΣk−1B(nVec)≃ ΣkB,

ΩmM⊠ΩD ΩnN ≃ Σk−1A⊠Z1(Σk−1A) FunΣk−1A|Σk−1B(Σ
k−1B,Σk−1B)

≃ Fun(n−1)Vec|Σk−1B(Σ
k−1B,Σk−1B)≃ Σk−1B≃ Ωm⊠Dn(M⊠D N).

Note that En+1 = 1n+1 if and only if Σk−1B is non-degenerate. Moreover, by [KZ21, Corollary* 2.10], we
obtain En+1 = 1n+1 if and only if ΣkB is invertible as a separable n-category. This motivates us to introduce
the following notion [KZZZ25].

Definition 5.2.18. An Ek-fusion m-categoryB is called non-degenerate ifΣkB is invertible separable (m+k)-
category. □

Lemma 5.2.19. If an Ek-fusion m-category B is non-degenerate, then we have Mod
Ek
B
((m+1)Vec)≃ mVec,

which further implies that Zk(B)≃ mVec.

Proof. Note the first condition (i.e., B being non-degenerate) means Z0(ΣkB) is trivial; and the second
condition means Zk−1(ΣB) ≃ Ωk−1Z0(ΣkB) is trivial; and the third condition means Zk(B) ≃ ΩkZ0(ΣkB) is
trivial. □

We summarize above results as a theorem that generalizes Theoremph 3.3.29 and Theoremph 4.2.25.

Theoremph 5.2.20. For an Ek-fusion m-category A, a simple condensable Ek-algebra B in Zk−1(ΣA)op in the
coordinate system (recall Theorem 5.2.11)

Zk−1(ΣA)
op ≃Mod

Ek
A
((m+ 1)Vec)

is precisely defined by an Ek-monoidal functor A→ B for an Ek-multi-fusion m-category B. The Ek-algebra
B is Lagrangian if and only if B is Lagrangian. Moreover, we have

Mod
Ek
B (Zk−1(ΣA)

op)≃Mod
Ek
B
((m+ 1)Vec)≃ Zk−1(ΣB)

op.

This result is precisely the k-codimensional layer of a physical condensation from the initial phase Cm+k+1,
which is anomaly-free, simple and non-chiral, such that

C=Mod
E1

Σk−1A
((m+ k)Vec)≃ Z0(Σ

kA)op, Ωk−1C≃ Ωk−1Z0(Σ
kA)op ≃ Zk−1(ΣA)

op

to the condensed phase Dm+k+1 such that

D=Mod
E1

Σk−1B
(C)≃Mod

E1

Σk−1B
((m+ k)Vec), Ωk−1D≃Mod

Ek
B
((m+ 1)Vec)≃ Zk−1(ΣB)

op,

where Σk−1B is equipped with an E1-monoidal functor Σk−1A → Σk−1B and should be viewed as a con-
densable E1-algebra in C. Moreover, the gapped domain wall Mm+k produced by this condensation is given
by

(M, m) = (BModΣk−1A|Σk−1B(Σ
k−1B,Σk−1B),Σk−1B),

Ωk−1
m M= Ωk−2 FunΣk−1A|Σk−1B(Σ

k−1B,Σk−1B)≃ RModB(Mod
Ek
A
((m+ 1)Vec)),

which generalizes the k = 2 case in (4.2.14). □

Example 5.2.21. Recall (5.2.22), for k ≥ 3, we have following equivalences:

Mod
Ek

nRep(G)((n+ 1)Vec)≃ Zk−1((n+ 1)Rep(G))op ≃ (n+ 1)Rep(G)op = (n+ 1)Rep(G), (5.2.25)

In this coordinate system of (n+ 1)Rep(G), a condensable Ek-algebra B in (n+ 1)Rep(G) is precisely given
by an Ek-monoidal functor nRep(G)→B for an Ek-multi-fusion n-category B. We have

Mod
Ek
B ((n+ 1)Rep(G))≃Mod

Ek
B
((n+ 1)Vec)≃ Zk−1(ΣB)

op.

For example, let B = Rep(H) for a subgroup H ≤ G. Let B be defined by the forgetful functor f : Rep(G)→
Rep(H). Then for k ≥ 3, we obtain

Mod
Ek
B ((n+ 1)Rep(G))≃Mod

Ek

nRep(H)((n+ 1)Vec)≃ Zk−1((n+ 1)Rep(H))op ≃ (n+ 1)Rep(H),

where we have used (5.2.22) in the last ‘≃’. ♥
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5.2.3 Concrete examples

Example 5.2.22. Consider the 3+1D Z2-gauge theory GT4
Z2

(recall the notations in Example 4.2.39).

1. Condensing the e-particles:

(a) We first condensing the e-particle along a line, we obtain the 1c-string. Mathematically, it amounts
to condense the condensable E3-algebra A0

e = 11⊕e inΩ2TC= Rep(Z2) along a line and we obtain
1c = ΣA0

e = RModA0
e
(Rep(Z2))≃ Vec in 2Rep(Z2) = RModRep(Z2)(2Vec).

(b) Then we condense the 1c-strings along one of the remaining transversal direction. We obtain a
condensed defect Σ2A0

e = rr, where rr denotes the 1-codimensional topological defect obtained
by stacking two rough boundaries. It is clear that rr is condensable E1-algebra in GT4

Z2
. By further

condensing Σ2A0
e, we obtain the trivial phase 14 as the condensed phase and the rough boundary

as the domain wall.

(c) Alternatively, we can condense the 1c-string as a condensable E2-algebra in ΩGT4
Z2

, we obtain the
trivial phase 14 as the condensed phase and the rough boundary, on which topological defects
form the fusion 2-category 2VecZ2

.

2. Condensing the Am = 1⊕m-string:

(a) We first condense Am along one of the transversal direction. It produces a membrane ΣAm = ss,
where ss denotes the 1-codimensional defect obtained by stacking two smooth boundaries. By
further condensing ss, we obtain 14 as the condensed phase and the smooth boundary, on which
topological defects form the fusion 2-category 2Rep(Z2).

(b) Alternatively, we can condense Am directly in the remaining two transversal directions to obtain
the smooth boundary.

3. Condensing the Atw
m = 1⊕m-string:

(a) We first condense Atw
m along one of the transversal direction. It produces a membrane ΣAtw

m = tt,
where tt denotes the 1-codimensional defect obtained by stacking two twist smooth boundaries.
By further condensing tt, we obtain 14 as the condensed phase and the twist smooth boundary,
on which topological defects form the fusion 2-category 2Rep(Z2).

(b) Alternatively, we can condense Atw
m directly in the remaining two transversal directions to obtain

the twist smooth boundary. ♥

Example 5.2.23. Consider the 3+1D G-gauge theory GT4
G . As fusion 3-categories, we have the following

two different coordinate systems:

GT4
G = RModZ1(2Rep(G))(3Vec), GT4

G = BMod2Rep(G)|2Rep(G)(3Vec)op.

Its particles form a symmetric fusion 1-category Ω2GT4
G = Rep(G), and its strings form a braided fusion

2-category ΩGT4
G = Z1(2Rep(G)).

Let H ≤ G be a subgroup of G. We have A= Fun(G/H) ∈ Algc
E3
(Rep(G)). By condensing it along one of

the transversal directions, we obtain

ΣA := RModA(Rep(G))≃ Rep(H) ∈ 2Rep(G) ,→ Z1(2Rep(G)).

By condensing ΣA along one of the remaining transversal directions, we obtain

Σ2A= RModΣA(Z1(2Rep(G))) ∈ Algc
E1
(ΣZ1(2Rep(G))).

Now we translate Σ2A into the second coordinate system of GT4
G as follows:

2Rep(G)→ 2Rep(G)⊠Z1(2Rep(G)) RModΣA(Z1(2Rep(G)))≃ RModΣA(2Rep(G))≃ 2Rep(H), (5.2.26)

where the first ‘≃’ a natural generalization of results in 1-categories (see for example [KZ18a, XY24] and also
Remark 5.2.24) and the second ‘≃’ is due to (5.2.17). By condensing Σ2A = 2Rep(H)op in GT4

G , we obtain
GT4

H as the condensed phase because

Mod
E1

Σ2A(GT
4
G)≃ BMod2Rep(H)|2Rep(H)(3Vec)op ≃ GT4

H .
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As a consequence, it also implies that we should have

ModE2
ΣA(Z1(2VecG))≃ Z1(2VecH).

This provides a proof of Example 4.2.40. The gapped domain wall M3 = (M, m) is given by

(M, m)≃ (RModΣ2A(GT
4
G),Σ

2A)≃ (BMod2Rep(H)|2Rep(G)(3Vec), 2Rep(H)).

We see that ΩmM= Fun2Rep(H)|2Rep(G)(2Rep(H), 2Rep(H)). When A= Fun(G), the condensed phase is trivial
and M2 is a gapped boundary of GT4

G such that the boundary defects form the fusion 2-category ΩmM ≃
2VecG . ♥

Remark 5.2.24. In Eq. (5.2.26), we have used a natural equivalence without giving a proof. It is actually a
special case of a more general result. For A ∈ Algc

Ek
(nVec), M ∈ RModA(Alg

c
Ek−1
(nVec)) and A ∈ Algc

Ek
(A),

we have natural Ek−1-monoidal equivalences:

RModA(M)≃ RModA(M⊠A A)≃M⊠A RModA(A).

When n = 2, the proof above results, which is quite standard (see for example [KZ18a, XY24]), is based on
the colimits theory for 1-categories. It is natural to expect that we need a fully developed colimit theory for
separable higher categories for a proof of the (n> 2)-cases. ♦

Example 5.2.25. Consider the n+2D G-gauge theory GTn+2
G . As fusion (n + 1)-categories, we have two

coordinate systems:

GTn+2
G = RModZ1(nRep(G))((n+ 1)Vec), GTn+2

G = BModnRep(G)|nRep(G)((n+ 1)Vec)op. (5.2.27)

Its particles form a symmetric fusion 1-category ΩnGTn+2
G = Rep(G). In general, we have

Ωn−kGTn+2
G = (k+ 1)Rep(G) for 0≤ k < n− 1

and ΩGTn+2
G = Z1(nRep(G)).

Let H ≤ G be a subgroup of G. The commutative algebra A= Fun(G/H) of all C-valued functions on G is
an En+1-algebra in ΩnGTn+2

G = Rep(G). As a composed particle, Fun(G/H) can be condensed. More precisely,
by condensing the Fun(G/H)-particles, we mean the following procedures.

1. We first condensing the A-particle along a line, we obtain a string

ΣA= RModA(Rep(G))≃ Rep(H) ∈ Algc
En
(2Rep(G)).

2. We further condense the ΣA-string along one of the remaining transversal directions, we obtain

Σ2A= RModΣA(2Rep(G))≃ RModΣA(2Vec)≃ 2Rep(H).

3. We repeat the procedure until Σn−1A = (n − 1)Rep(H) ∈ nRep(G) ,→ Z1(nRep(G)). By condensing
Σn−1A along one of the remaining two transversal directions, we obtain

ΣnA= RModΣn−1A(Z1(nRep(G))) ∈ Algc
E1
(ΣZ1(nRep(G))).

Now we translate ΣnA into an E1-algebra in the second coordinate system of GTn+2
G in (5.2.27). It is

defined by the following monoidal functor (recall Remark 5.2.24):

nRep(G)→ nRep(G)⊠Z1(nRep(G)) RModΣn−1A(Z1(nRep(G)))≃ RModΣn−1A(nRep(G))≃ nRep(H).

4. By condensing ΣnA= nRep(H), we obtain GTn+2
H as the condensed phase because

GTn+2
H ≃Mod

E1

nRep(H)op((n+ 1)Vec)≃Mod
E1

nRep(H)op(GTn+2
G ).

In this example, we provides the precise mathematical theory behind the folklore that breaking the G-gauge
“symmetry” in GTn+2

G to a subgroup H gives the H-gauge theory GTn+2
H . ♥
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6 Generalizations and Applications

In this work, we have developed a general theory of the condensations of topological defects in higher di-
mensions. In this section, we show that this theory leads to many new interesting questions, generalizations,
applications and outlooks. We want to emphasize that this work is not an end of condensation theory but
a beginning of a much richer theory in both mathematics and physics. For example, the natural questions
in condensations lead us to a general higher Morita theory; the physical intuition of integrating local ob-
servables to a global leads us to a more general theory of factorization homology; the generalization to
non-topological (i.e. gapless) liquid-like defects leads us a more complete theory of condensation. In this
section, we can only scratch the surfaces of these directions but leave the thorough development to future
publications.

6.1 Higher Morita theory

In this subsection, we study some questions that naturally arise from the physics of condensations. The most
basic question is when two condensations produce the same condensed phase or the same condensed defect.

6.1.1 Higher Morita equivalences

Given a topological order Cn+1 and two condensations defined by A, B ∈ Algc
E1
(C), it is natural to ask when

they produces the same condensed phase Dn+1. We formulate the question in more mathematical terms.

Definition 6.1.1. Let B ∈ Algc
E1
((n+ 1)Vec) and A, B ∈ Algc

E1
(B).

• For M ∈ Mod
E1

B
((n + 1)Vec), A and B are called ModE1(M)-equivalent if Mod

E1
A (M) ≃ Mod

E1
B (M) in

Algc
E1
((n+ 1)Vec). When M=B, we abbreviate this equivalence to ModE1 -equivalence.

• For N ∈ LModB((n + 1)Vec), A and B are called LMod(N)-equivalent if LModA(N) ≃ LModB(N) in
(n+1)Vec. When N =B, we abbreviate this equivalence to LMod-equivalence, which is just the usual
Morita equivalence. The definition of a RMod(P)-equivalence for P ∈ RModB((n+ 1)Vec) is similar.

Example 6.1.2. Recall that Morita equivalent topological orders can be obtained from each other via conden-
sations of 1-codimensional topological defects. Therefore, for fusion n-category C with a trivial E1-center,
there is a one-to-one correspondence between the ModE1 -equivalence classes of simple condensable E1-
algebras in C and the isomorphic classes of non-degenerate braided fusion (n−1)-categories within the Witt
class of [ΩC]. ♥

Example 6.1.3. Recall Theoremph 3.3.29, for a fixed P, all the condensable E1-algebras FunPop(X,X) in
C= BModB|B(nVec) for X ∈ BModB|P(nVec) are all ModE1 -equivalent. ♥

Proposition 6.1.4. If A and B are LMod-equivalence, then they are ModE1 -equivalent.

Proof. When A and B are LMod-equivalent, set M = LModA(B) ≃ LModB(B). We have Mod
E1
A (B) ≃

FunB(M,M)op ≃Mod
E1
B (B). □

Remark 6.1.5. Conversely, ModE1 -equivalence does not imply LMod-equivalence. We give an example. For
B= Rep(Z2) and A= 1, B = 1⊕ e ∈ Algc

E1
(Rep(Z2)), we have

LModA(Rep(Z2))≃ Rep(Z2), LModB(Rep(Z2))≃ Vec.

On the other hand, we have Mod
E1
A (Rep(Z2))≃ VecZ2

≃ FunRep(Z2)(Vec,Vec)≃Mod
E1
B (Rep(Z2)). ♦

We generalize the equivalences in Definition 6.1.1 to Ek-algebras.

Definition 6.1.6. Let B ∈ Algc
Ek
((n+ 1)Vec) and A, B ∈ Algc

Ek
(B).
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1. For M ∈Mod
Ek
B
((n+ 1)Vec), A and B are called ModEk(M)-equivalent if

Mod
Ek
A (M)≃Mod

Ek
B (M) ∈ Algc

Ek
((n+ 1)Vec).

When M=B, we abbreviate ‘ModEk(B)-equivalent’ to ‘ModEk -equivalent’.

2. For l < k and N ∈ LModB(Alg
c
El
((n+ 1)Vec)), A and B are called LMod(N)-El -equivalent if

LModA(N)≃ LModB(N) ∈ Algc
El
((n+ 1)Vec).

When N =B ∈ LModB(Alg
c
Ek−1
((n+ 1)Vec)), we abbreviate the LMod(B)-Ek−1-equivalence to LMod-

Ek−1-equivalence.

3. Recall that ΣB= RModB((n+ 1)Vec) ∈ Algc
Ek−1
((n+ 2)Vec) and ΣA := RModA(B) ∈ Alg

c
Ek−1
(ΣB). For

k ≥ p > 1, we define ΣpA iteratively as ΣpA := RModΣp−1A(Σp−1B) ∈ Algc
Ek−p
(ΣpB). Then A and B are

called k-Morita equivalent if ΣkA≃ ΣkB in ΣkB. □

Example 6.1.7. We give an example of k-Morita equivalence when B = nVec. We spell out the k-Morita
equivalence in this case more explicitly.

• Two Ek-multi-fusion n-categories A and B are called k-Morita equivalent if ΣkA ≃ ΣkB as separable
(n+ k)-categories.

This k-Morita equivalence generalizes the usual Morita equivalence and Witt equivalence.

1. When k = 1, 1-Morita equivalence is precisely the usual Morita equivalence.

2. When k = 2 and both A and B are nondegenerate, the 2-Morita equivalence is precisely the usual Witt
equivalence [JF22, KZ22b]. The advantage of the notion of 2-Morita equivalence is that it also works
for (not nondegenerate) braided fusion categories.

The k-Morita equivalence is clearly a well-defined equivalence relation. We denote the k-Morita equivalence
class associated to A by [A]k. ♥

Example 6.1.8. Let B be a non-degenerate braided fusion n-category. Then all Lagrangian E2-algebras in
B are ModE2 -equivalent by definition. It is an interesting question to work out when two condensable E2-
algebra in B are ModE2 -equivalent. When n = 1, an interesting answer to this question can be found in
[FFRS06]. A work devoted to the study of this question for n= 1 appeared recently [XY24]. ♥

Remark 6.1.9. When B is non-degenerate, the functor Σ(−) : Algc
E2
(B)→ Algc

E1
(ΣB) induces an injection

from the set of ModE2 -equivalence classes of condensable E2-algebras in ΩB to the set of ModE1 -equivalence
classes of condensable E1-algebras in B. ♦

Remark 6.1.10. There is a natural higher category called Morita category, in which many notions and prob-
lems of higher Morita theory can be formulated and studied. It consists of of Em-algebras as 0-morphisms,
Em−1-algebras over Em-algebras as 1-morphisms, Em−2-algebras over Em−1-algebras as 2-morphisms, so on
and so forth. We will discuss this Morita category elsewhere [KZZZ25]. ♦

We expect the following result to be true. We will provide a proof of this result, together with a more
complete theory of k-Morita equivalence, elsewhere [KZZZ25].

Proposition 6.1.11. For A ∈ Algc
Ek
((n+1)Vec) and A∈ Algc

Ek
(A), A and Mod

Ek
A (A) are k-Morita equivalent.

Proposition 6.1.12. For A,B ∈ Algc
Ek
((n+ 1)Vec), if A and B are k-Morita equivalent, then Zk(A)≃ Zk(B)

in Algc
Ek+1
((n+ 1)Vec).

Proof. We have Ek+1-monoidal equivalences: Zk(A)≃ ΩkZ0(ΣkA)≃ ΩkZ0(ΣkB)≃ Zk(B). □
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Remark 6.1.13. There is a more general notion of the Ek-center of an Ek-algebra in an Ek-monoidal n-
category C. It is necessarily living in the category Zk(C). Hence, one can expect a generalization of above
proposition in this setting. We will develop this theory in [KZZZ25]. ♦

The following Lemma is a result in [Lur17, Fra12] reformulated in the world of separable n-categories.
It is briefly explained in Appendix A.3.

Lemma 6.1.14. For A,B ∈ Algc
Ek
((n+ 1)Vec) and an Ek-monoidal functor F : A→B, we have

Zk(F) = Zk(A,B)≃ hom
Mod

Ek
A
((n+1)Vec)(A,B) ∈ Algc

Ek
((n+ 1)Vec).

When F = idA, we obtain Zk(A) ≃ hom
Mod

Ek
A
((n+1)Vec)(A,A) ∈ Algc

Ek+1
((n + 1)Vec), which is also a conse-

quence of Theorem 5.2.11.

Proposition 6.1.15. For A,B ∈ Algc
Ek
((n+ 1)Vec), if A and B are ModEk -equivalent, then Zk(A)≃ Zk(B).

Proposition 6.1.16. For B ∈ Algc
Ek
((n+ 1)Vec) and A, B ∈ Algc

Ek
(B), if A, B ∈ Algc

Ek
(B) are k-Morita equiva-

lent, then they are ModEk -equivalent.

Proof. It follows from Mod
Ek
A (B)≃ Ω

k−1 Mod
E1

Σk−1A(Σ
k−1B)≃ Ωk−1 Mod

E1

Σk−1B(Σ
k−1B)≃Mod

Ek
B (B), where the

second ‘≃’ is a consequence of the assumption ΣkA≃ ΣkB in ΣkB and Proposition 6.1.4. □

6.1.2 Enveloping algebras

In order to study the ModEk -equivalence among Ek-algebras, it is beneficial to introduce an ModEk -invariant,
which is called the enveloping algebra UA of an Ek-algebra A ∈ Algc

Ek
(C) for an Ek-fusion n-category C such

that Mod
Ek
A (C) ≃ LModUA

(C). This notion allows us to reduce the problem of studying ModEk -equivalence
to that of studying usual Morita equivalence.

Let us start from the k = 1 case. Let us first recall an E1-algebra A in Vec is just an ordinary C-algebra.
An A-A-bimodule is the same as a left A⊗C Aop-module. Therefore, UA = A⊗C Aop. However, this construction
does not generalize to A∈ Algc

E1
(C) naively because C is only monoidal without braidings.

In order to find the proper definition, we first look at the physical meaning behind the data A and C. When
k = 1, the fusion n-category C is the category of topological defects of an n+1D topological order, which has
potentially non-trivial gravitational anomaly Z(C)n+2 as illustrated in Figure 15 (a), where x ∈Mod

E1
A (C) and

only 1-spatial-dimension (the horizontal direction) is shown and the remaining (n− 1)-spatial-dimensions
are orthogonal to the paper. Since the remaining dimensions do not appear in our discussion. Without lose
of generality, we can simply assume n= 1. Since 1-codimensional topological defects in Z(C)n+2 change the
boundary condition, we only consider 2-codimensional topological defects in Z(C)n+2. They form a braided
fusion n-category given by the Drinfeld center Z1(C) of C by boundary-bulk relation [KWZ15, KWZ17].

The shaded region is D1 × R, where D1 is an oriented closed 1-disk and its oriented boundary is a 0-
sphere, i.e. ∂D1 = ∂D1

+ ∪ ∂D1
− = S0 = {+,−}. Notice that the macroscopic observables in the interior of

the shaded region (i.e. �D1 × R) is given by Z1(C). We denote this fact by Obs(�D1 × R) = Z1(C). Similarly,
we have Obs(∂D1

+ × R) = C and Obs(∂D1
− × R) = Cop, which should be viewed as observables living in an

open neighborhood of ∂D± × R. One can summarize all the observables living in the shaded region D1 × R
by integrating them over the whole region [AKZ17]. More explicitly, we have

Obs(D1 ×R) =

∫

D1×R

(Obs(�D1 ×R), Obs(∂D1
+ ×R), Obs(∂D1

− ×R)

=

∫

D1×R

(Z1(C)|�D1×R,C|∂D1
+×R,Cop|∂D1

−×R) := C⊠Z1(C) C
op, (6.1.1)

where ⊠Z1(C) is the relative tensor product over Z1(C). One way to see why C⊠Z1(C) C
op is qualified to be

called the ‘global observable’ is to show that Obs(�D1 × R), Obs(∂D+ × R),Obs(∂D− × R) naturally map into
the global one. Indeed, one can define these three maps explicitly and precisely below.

C→ C⊠Z1(C) C
op, Z1(C)→ C⊠Z1(C) Z1(C)⊠Z1(C) C

op ≃ C⊠Z1(C) C
op, Cop→ C⊠Z1(C) C

op

a 7→ a⊠Z1(C) 1C, z 7→ 1C ⊠Z1(C) z ⊠Z1(C) 1C, b 7→ 1C ⊠Z1(C) b
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(C, x)(C, A) (Cop, A)

Z1(C)

D1

R

(a)

MC Cop

Z1(C)

D1

FunC|C(M,M)

(b)

Figure 15: Physical intuition of the enveloping algebras of C and A∈ Algc
E1
(C)

Moreover, all three maps preserve the E1-algebraic structure of three observables algebras. In other words,
they are all monoidal functors as required by the obvious physical intuitions.

Therefore, it is clear that the two-side A-action on x is the same as the left A⊠A-action on x through the
following three logical steps:

1. A⊠ A is an E1-algebra in C⊠Cop.

2. There are two canonical monoidal functors:

C⊠Cop
⊠Z1(C)−−−→ C⊠Z1(C) C

op ≃−→ Fun(C,C)

a⊠ b 7→ a⊠Z1(C) b 7→ a⊗−⊗ b, (6.1.2)

where the relative tensor product C⊠Z1(C)C
op amounts to closing fan in Figure 15 and the equivalence

‘≃’ is due to the boundary-bulk relation [KWZ15, KWZ17]. Therefore, A⊠A is mapped to an E1-algebra
in Fun(C,C).

3. Fun(C,C) acts on C canonically. Therefore, A⊠A acts on x ∈ C canonically. More precisely, by (6.1.2),
this action (A⊠ A)⊙ x := A⊗ x ⊗ A is precisely the correct two-side A-action.

Therefore, the correct definition of UA is A⊠ A∈ C⊠Cop.

Remark 6.1.17. Note that the fusion product ⊗ in the category C⊠Z1(C) C
op is defined by

(a⊠Z1(C) b)⊗ (a′ ⊠Z1(C) b′) := (a⊗C a′)⊠Z1(C) (b
′ ⊗C b′).

Geometrically, it says that, by integrating over D1, the fusion product along this D1-direction in Z1(C) has been
integrated out, and no longer makes sense after the integration. However, the fusions along the R-direction
remains a well-defined fusion product. By ignoring the fusion products in C,Z1(C),Cop in the R-direction, it
makes sense to integrate over D1 only. Moreover, in 2Vec, we have

∫

D1×R

(Z1(C)|�D1×R,C|∂D1
+×R,Cop|∂D1

−×R) =

∫

D1

(Z1(C)|�D1 ,C|∂D1
+
,Cop|∂D1

−
).

Since remembering the fusion product in the R-direction in the right hand side causes no confusion, we agree
that above identity holds in AlgE1

((n+ 1)Vec) as well. We use them interchangeably. ♦

Before we give the official definition of UA, we first discuss the meaning of C ⊠ Cop. Since C is an E1-
algebra in (n+ 1)Vec, mathematically, an C-C-module is precisely a left C⊠ Cop-module. This mathematical
fact has a nice physical meaning as shown in Remark 6.1.18. Therefore, C⊠ Cop is precisely the enveloping
algebra of C.

Remark 6.1.18. The physical meaning of a C-C-bimodule M is a the category of all wall conditions on a
gapped domain wall Mn between Cn+1 and Cn+1 as illustrated in Figure 15 (b). Moreover, this wall uniquely
determines a relative bulk or a relative gravitational anomaly Z(1)(M)n+1 such that the category of topological
defects on it is given by FunC|C(M,M) (recall Figure 7) [KWZ15, KZ24]. By definition, to say M is a C-C-
bimodule is equivalent to say there is a monoidal functor from f : C⊠ Cop to Fun(M,M), which is precisely
a morphism from Cn+1 ⊠ Cn+1 to Z(M)n+1. By the definition of a morphism between topological order
[KWZ15, KWZ17], this morphism is precisely defined by the domain wall Z(1)(M)n+1 between Z(C)n+2 and
Z(C)n+2 (see also [KZ18a, KZ24]). ♦
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We summarize above discussion in the following mathematical definition and Lemma.

Definition 6.1.19. For C ∈ Algc
E1
(2Vec), we define its enveloping algebra UC in (n+ 1)Vec as follows:

UC :=

∫

S0

C := C⊠Cop ∈ Algc
E1
((n+ 1)Vec). (6.1.3)

□

where S0 denotes the 0-sphere consisting of two points, i.e. S0 = {+,−}. For A ∈ Algc
E1
(C), we define the

enveloping algebra UA of A as follows:

UA :=

∫

S0

A= A⊠ A∈ Algc
E1
(UC).

Remark 6.1.20. One can also view the pair (C, A) as an E1-algebra [Str12] and its enveloping algebra is also
defined by a pair U(C,A) := (UC, UA) =

∫

S0(C, A). ♦

Since C is naturally a left UC-module, it makes sense to talk about a left UA-module in C. More precisely,
a left UA-module in C is an object x ∈ C equipped with a unital left UA-action µx : UA ⊙ x → x satisfying
the usual left unit and associativity properties of a left module. Moreover, the category LModUA

(C) of left
UA-modules in C is well-defined. The following Lemma is tautological.

Lemma 6.1.21. We have Mod
E1

C
((n+ 1)Vec)≃ LModUC

((n+ 1)Vec) and

Mod
E1
A (C)≃ LModUA

(C).

Since Algc
Ek
(−) = Algc

E1
(Algc

Ek−1
(−)) and ModEk(−) =ModE1(ModEk−1(−)) and the i-th multiplication or

i-th action occurs in i-th spatial direction that is orthogonal to the j-th direction for i ̸= j, the generalization
to Ek-algebra is straightforward.

Definition 6.1.22. For C ∈ Algc
Ek
((n+ 1)Vec) and A ∈ Algc

Ek
(C), we define the enveloping algebra UEk

(C,A) of
(C, A) as follows:

UEk

(C,A) =

∫

Sk−1

(C, A) = (UEk
C

, UEk
A ) = (

∫

Sk−1

C,
∫

Sk−1

A).

Proposition 6.1.23. We have C ∈Mod
Ek
C
((n+ 1)Vec)≃ LModU

Ek
C

((n+ 1)Vec) and

Mod
Ek
A (C)≃ LModU

Ek
A
(C).

As a consequence, two A, B ∈ Algc
Ek
(C) are ModEk -equivalent if and only if UEk

A , UEk
B ∈ Algc

E1
(UEk

C
) are

LMod(C)-equivalent.

6.2 Theory of integrals

The study of dimensional reduction process in topological orders is deeply related to the mathematical theory
of factorization homology as shown for 2+1D anomaly-free topological orders in [AKZ17]. However, in
general anomalous and higher dimensional settings, it is certainly different from the usual theory (the so-
called alpha version) of factorization homology [Lur17, AF20] (see Remark 6.2.2). We believe that it should
be related to the so-called β-version of factorization homology developed in [AFT17, AFT16, AFR18], but
the relation is not clear to us. We hope to come back to this point in the future. In this subsection, we only
briefly discuss some results of integrating physical observables that follow directly from physical intuitions.

Consider two n+1D Morita equivalent topological orders Cn+1 and Dn+1 connected by a gapped domain
wall Mn. We specify the wall condition by a pair (M, m), where the separable n-category M is the category
of wall conditions and the distinguished object m ∈M specifies a single wall condition.
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Topological defects of codimension k in Cn+1 can be fused with a defect (of the same dimension) on the
wall and become topological defects on the wall. This fusion defines an action

⊙ : Ωk−1C×Ωk−1
m M→ Ωk−1

m M (6.2.1)

(a, x) 7→ a⊙ x . (6.2.2)

Note that the category Ωk−1C is Ek-monoidal and the category Ωk−1
m M is Ek−1-monoidal. The functor ⊙ is

Ek−1-monoidal. We can define internal homs associated to this action, i.e. ∀x , y ∈ Ωk−1
m M,

homΩk−1
m M(a⊙ x , y)≃ homΩk−1C(a, [x , y]Ωk−1C).

When x = y , the internal hom [x , x]Ωk−1C ∈ Alg
c
E1
(Ωk−1(C)). Moreover, we have

[1k−1
m , 1k−1

m ]Ωk−1C ∈ Alg
c
Ek
(Ωk−1(C)).

This action functor ⊙ naturally induces the following bulk-to-wall map (recall 10
m = m):

Lk := −⊙ 1k−1
m : Ωk−1C→ Ωk−1

m M, (6.2.3)

which is again Ek−1-monoidal. We illustrate two examples of Lk in the following picture.

Cn+1

L2

L3

Mn

Dn+1

bulk to wall maps :

Ω2C
L3=−⊙12

m−−−−−→ Ω2
mM,

ΩC
L2=−⊙1m−−−−−→ ΩmM,

C
L1=−⊙m
−−−−−→M.

Note that the right adjoint functor of Lk is given by LR
k = [1

k−1
m ,−]Ωk−1

m M : Ωk−1
m M→ Ωk−1C.

By rolling up the Mn and Dn+1 along N k × Rn+1−k, where N k is a k-dimensional compact manifold, we
obtain a k-codimensional topological defect in Cn+1 as depicted below.

∫

N k×Rn+1−k

(Dn+1|�M k×Rn+1−k ,Mn|∂ N k×Rn+1−k) := Rn+1−k

M k

Cn+1

. (6.2.4)

Theoremph 6.2.1. Let Cn+1 and Dn+1 be two Morita equivalent n+1D topological orders connected by an
anomaly-free gapped domain wall Mn = (M, m) and m ∈M. We have
∫

Dk×Rn+1−k

(Dn+1|�Dk×Rn+1−k ,Mn|∂Dk×Rn+1−k) :=

∫

Dk×Rn+1−k

(D|�Dk×Rn+1−k , (M, m)|∂Dk×Rn+1−k)

= (Ωk−1C, [1k−1
m , 1k−1

m ]Ωk−1C) = (C,1C, · · · , 1k−2
1C

, [1k−1
m , 1k−1

m ]Ωk−1C). (6.2.5)

When N k = Dk, let P :=
∫

Dk×Rn+1−k(Dn+1|�Dk×Rn+1−k ,Mn|∂Dk×Rn−k). Then higher codimensional topological
defects living on the defect P form a multi-fusion higher category ΩPC given by

ΩPC= homΩk−1C([1
k−1
m , 1k−1

m ]Ωk−1C, [1k−1
m , 1k−1

m ]Ωk−1C). (6.2.6)
□

Remark 6.2.2. Our theory of integral is different from the usual theory of factorization homology [Lur17,
AF15], which was also called the alpha version of factorization homology (see [AF20] for a review). For
example, all (n − k)-dimensional topological defects in Mn form the category Ωk

mM, which is an Ek-fusion
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(n− k)-category; and all (n− k)-dimensional topological defects in Dn+1 form the category ΩkD, which is
an Ek+1-fusion (n− k)-category. By the usual theory of factorization homology [Lur17, AF20], the following
factorization homology

∫

Dk×Rn+1−k

(ΩkD|�Dk×Rn+1−k ,Ωk
mM|∂Dk×Rn+1−k)

is well-defined in the usual sense (see also [AKZ17]). There is a natural E1-monoidal functor
∫

Dk×Rn+1−k

(ΩkD|�Dk×Rn+1−k ,Ωk
mM|∂Dk×Rn+1−k) −→ homΩk−1C([1

k−1
m , 1k−1

m ]Ωk−1C, [1k−1
m , 1k−1

m ]Ωk−1C),

which, in general, is not an equivalence. This non-equivalence is a very common phenomenon, which says
that integrating local observables living on each stratum over a stratified manifold N only produces parts of
the global observables on N because certain non-local observables become local when we shrink the size of
M . This phenomenon was called spatial fusion anomaly appeared for topological defects of codimension 2
or higher in [KZ20, KZ21]. Interestingly, this anomaly vanishes for the fusions of 1-codimensional gapped
domain walls among anomaly-free topological orders [AKZ17, KZ20, KZ24, KZ21]. ♦

Example 6.2.3. Consider an anomaly-free simple 2+1D topological order X3, i.e. ΩX is a non-degenerate
braided fusion 1-category.

1. By rolling up a 2+1D topological order X3 along a circle S1, we obtain a 2-codimensional topological
defect (i.e. a string-like defect) in 14;

∫

S1×R2

X3 = (2Vec,ΩX).

2. By rolling upX3 along a 2-sphere S2, we obtain a 3-codimensional topological defect (i.e. a particle-like
defect) in 14.

∫

S2×R1

X3 = (Vec, homΩX(11X
, 11X

))≃ (Vec,C).

This result is compatible with the alpha version of factorization homology [AKZ17]. This is due to a
general principle that the fusions of 1-codimensional topological defects are free of the spatial fusion
anomaly [KZ21].

3. By rolling up X3 along a 2-torus S1 × S1, or equivalently, rolling up
∫

S1×R2 X
3 along S1, we obtain a

3-codimensional topological defect (i.e. a particle-like defect) in 14.
∫

S1×S1×R1

X3 = (Vec,homFun(ΩX,ΩX)(id1X
, id1X

))≃ (Vec, homΩX(11X
,⊕i∈Irr(ΩX)i ⊗ iR)).

Again this result is compatible with the alpha version of factorization homology [AKZ17] for the same
reason.

Example 6.2.4. Consider the 3+1D Z2 topological order C4 = GT4
Z2

and D4 = 14.

1. Let M3 be the (twist) smooth boundary of GT4
Z2

, i.e. M3 = (2Rep(Z2),12Rep(Z2)). We have
∫

D2×R2

(3Vec|�D2×R2 , (2Rep(Z2),12Rep(Z2))|∂D2×R2) = (ΩC, 11C
⊕m),

∫

D3×R1

(3Vec|�D3×R1 , (2Rep(Z2),12Rep(Z2))|∂D3×R1) = (Ω2C, 12
1C
),

∫

D2×S1×R1

(3Vec|�D2×S1×R1 , (2Rep(Z2),12Rep(Z2))|∂D2×S1×R1) =

∫

S1

11C
⊕m= (Ω2C, 12

1C
⊕ 12

1C
),

where 11C
⊕m is precisely the Lagrangian algebra inΩTC that determines the (twist) smooth boundary;

the second identity follows from the fact that the left hand side amounts to a line segment of the
(11C

⊕m)-string; the third identity follows from the fact that an m-loop gives the trivial particle 12
1C

[KTZ20a].
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2. Let M3 be the rough boundary of GT4
Z2

, M3 = (2VecZ2
,12VecZ2

). We have

∫

D2×R2

(3Vec|�D2×R2 , (2VecZ2
,12VecZ2

)|∂D2×R2) = (ΩC,1c),

∫

D3×R1

(3Vec|�D3×R1 , (2VecZ2
,12VecZ2

)|∂D3×R1) = (Ω2C, 12
1C
⊕ e),

∫

D2×S1×R1

(3Vec|�D2×S1×R1 , (2VecZ2
,12VecZ2

)|∂D2×S1×R1) =

∫

S1

1c = (Ω
2C, 12

1C
⊕ e),

where 1c is the Lagrangian algebra that determines the rough boundary; the second identity follows
from the fact that the left hand side amounts to a line segment of the 1c-string; the third identity
follows from the fact that an 1c-loop gives the particle 12

1C
⊕ e [KTZ20a, Eq. (4.6)]. ♥

Note that the pair (M, m) only specifies a very special wall condition. The most general wall condition Mn

can be defined by a stratified n-disk with each p-codimensional stratum labeled by a p-morphism in M for
0≤ p ≤ n. In particular, we can label different 0-codimensional strata (i.e. n-cells) by different 0-morphisms
in M. We would like to know how to compute the k-codimensional defect in Cn+1 obtained by rolling up
Mn with such a general wall condition along M i × Rn+1−i as long as all strata glue properly. At the current
stage, the explicit computation in such a general setup is not available. In the remaining of this subsection,
we provide some explicit examples in the case Cn+1 =Dn+1 and Mn = Cn.

Propositionph 6.2.5. Let X n+1−l be an l-codimensional topological defect in Cn+1. For l ≤ k < n + 1, we
have a canonical action ⊙ : Ωk−1C×Ωk−l

X (C)→ Ω
k−l
X (C), which is an Ek−l -monoidal functor. By rolling up X

along Sk−l ×Rn+1−k, we obtain a k-codimensional topological defect
∫

Sk−l×Rn+1−k X given as follows:

∫

Sk−l×Rn+1−k

X = (Ωk−1C, [1k−l
X , 1k−l

X ]Ωk−1C), (6.2.7)

where [1k−l
X , 1k−l

X ]Ωk−1C ∈ Alg
c
Ek−l+1

(Ωk−1C) and, when k = l, we have [1k−l
X , 1k−l

X ]Ωk−1C = X ⊗ X R.

Example 6.2.6. In 2+1D Z2 topological order TC3, there are six simple 1-codimensional topological defects
1, ss, sr, rr, rs,ϑ and four simple 2-codimensional topological defects 11, m, e, f . Then we have

∫

S1×R1

X =







(Z1(Rep(Z2)), 11) if X = 1,ϑ;
(Z1(Rep(Z2)), 11 ⊕m) if X = ss, sr;
(Z1(Rep(Z2)), 11 ⊕ e) if X = rr, rs.

Remark 6.2.7. If we select a slightly more general wall condition, more precisely, we specify an (n − 1)-
dimensional topological defect m1 ∈ ΩmM on the wall and an (n−1)-dimensional topological defect d ∈ ΩD,
then, by rolling up the wall along S1 ×Rn−1, we obtain the following formula (recall Theoremph 4.1.18).

Cn+1

Dn+1

d

(M, m)

m1

∫

D2×Rn−2

((D, d)|�D2×Rn−2 , (M, m, m1)|∂D2×Rn−2) = (ΩC, [1m, m1 ⊙ d]ΩC).

Moreover, [1m,−⊙−] is a well-defined functor, which maps ΩmM×ΩD→ ΩC. In other words, this roll-up
process is functorial and [1m,−⊙−] also tells us how to obtain the higher codimensional topological defect
in ΩC resulting from rolling up higher codimensional defects in ΩmM and ΩD. ♦

6.3 Condensations of gapless liquid-like defects

In this subsection, we sketch a generalization of the condensation theory to gapless liquid-like defects. We
leave a detailed study to future publications.
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6.3.1 General theory

Let Cn+1 be an n+1D topological order. It can have gapless defects. For example, for C3, by stacking a 2D
topological defect with a 1+1D anomaly-free gapless phase (e.g., a 2D rational CFT), we obtain a gapless
1-codimensional defect in C3. We give another example. Consider two k-codimensional simple topological
defects X and Y in Cn+1 connected by a (k+1)-codimensional topological defect. By proliferating Y within X ,
we can construct a (n+1− k)D phase transition from X to Y (without altering Cn+1). At the critical point of
the phase transition, the gap (in a neighborhood of the defect) is the closed, thus we obtain a k-codimensional
gapless defect in Cn+1.

A general gapless defect can be really wild. In general, the fusions among general defects are not neces-
sarily well-defined. Therefore, we limit ourselves to a special class of gapless defects, which we call liquid-
like defects [KZ22b, KZ22c]. By ‘liquid-like’, we mean that the defect is ‘soft’ enough so that it can be bent
freely without altering the defect. Physically, it means that such a defect should be transparent to energy-
momentum tensor. Such an n-dimensional liquid-like defect can also be viewed as an anomalous nD quantum
phase, which was called an (anomalous) quantum liquid [KZ22b]. The mathematical theory of quantum liq-
uids was developed in [KZ22b, KZ22c]. In particular, a quantum liquid Xn+1 can be described by a pair
(Xlqs,Xtop), where

• Xlqs summarizes all the dynamical data (called local quantum symmetry), a mathematical theory of
which was developed in [KZ22c];

• Xtop summarizes all the topological (or categorical) data (called topological skeleton).

The fusion of the topological skeletons of two quantum liquids is well-defined. It was conjectured that
the fusion of local quantum symmetry can also be properly defined so that it is compatible with that of
the topological skeletons [KZ22b]. A possible theory to make sense of this conjecture was proposed and
developed in [KZ22c] based on a generalization of conformal nets in 1+1D to topological/defect nets in
arbitrary dimensions46. We do not want to go to the details. But simply take it for granted that the fusions
among quantum liquids are well-defined. As a consequence, it means that the category of all gapped and
gapless liquid-like defects in a topological order is well-defined. Given an n+1D topological order Cn+1, we
denote the category of all liquid-like defects by Ĉ. It is important to notice that a topological defect is always
connected to a large family of gappable liquid-like defects (see Example 6.3.1). Mathematically, the softness
of the liquid-like defects simply means that the category of such defects is fully dualizable.

Example 6.3.1. A 1+1D rational conformal field theory (RCFT) can be viewed as a 1-codimensional liquid-
like defect in 13. In a general 2+1D topological order C3, we can stack a 1-codimensional topological defect
with a 1+1D RCFT to obtain a 1-codimensional liquid-like defect inC3. For 2+1D Z2 topological orderTC3, it
has two gapped boundaries: the smooth boundary and the rough boundary. In [CJKYZ20], an explicit purely
boundary phase transition was constructed via lattice model, and the critical point, viewed as a gappable
gapless boundary of TC3, was shown to be liquid-like. More liquid-like gapless boundaries of 2+1D Z2
topological order TC3 have been constructed in [KZ21]. ♥

To avoid the technical issues of local quantum symmetry and to simplify the discussion, we consider a
simplified category. By forgeting the data of local quantum symmetry, we obtain a new category Ĉtop. It was
shown that this category is monoidal, fully dualizable and condensation complete [KZ22b, KZ22c]. Note
that when Cn+1 = 1n+1, it was shown that Ĉtop is equivalent to •/(n + 2)Vec [KZ22b, KZ22c]47. We will
leave a mathematically detailed study of condensations in Ĉtop or •/(n+ 2)Vec elsewhere. Instead, we give
a heuristic discussion of condensations in Ĉtop.

We expect that the condensation theory of liquid-like defects in Ĉtop is completely parallel to that of
topological defects in a topological order. In particular, by condensing a k-codimensional liquid-like defect
in Ĉtop, we mean a multiple-step process.

1. We first condense a condensable Ek-algebra A in one of the transversal directions. We obtain a (k−1)-
codimensional liquid-like defect ΣA, which is automatically a condensable Ek−1-algebra in Ωk−1Ĉtop.

46If using the VOA approach for 1+1D CFT’s instead of the conformal net approach, there might be some technical issues.
47We ignore the unitarity here.
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B3

P2
C3

topological Wick rotation
−−−−−−−−−−−−−→

Xtop = ΩB
op
P

X2

C3

Figure 16: the idea of topological Wick rotation [KZ18b, KZ20, KZ21]

2. We repeat the process (k−1)-times and obtain a 1-codimensional liquid-like defect Σk−1A, which is au-
tomatically a condensable E1-algebra in Ĉtop. It can be further condensed to give a new phaseDn+1 such

that D̂top ≃Mod
E1

Σk−1A(Ĉtop) and a potentially gapless wall (M̂top, m) such that M̂top ≃ RModΣk−1A(Ĉtop)
and m= Σk−1A.

3. Alternatively, one can condense the condensable E2-algebra Σk−2A in ΩĈtop directly to obtain the con-
densed phase Dn+1 such that ΩD̂top ≃ModE2

Σk−2A(ΩĈtop) and ΩmM̂top ≃ RModΣk−2A(ΩĈtop).

Since any topological order can have a gapped or gapless liquid-like boundary, one expect that any topological
order can be obtained via a condensation in the trivial phase. This theory largely generalizes the main results
in this paper and will be developed in details elsewhere.

The complete mathematical theory of condensation of gapless liquid-like defects are incredibly rich. It
relies on some not-yet developed mathematical theory of enriched (higher) categories and needed-to-be-
further-developed theory of local quantum symmetries [KZ22c]. In the next subsubsection, avoiding mathe-
matical details, we give an illustrating example in 2+1D based on the physical intuition of topological Wick
rotation [KZ18b, KZ20, KZ21].

6.3.2 An illustrating example in 2+1D

The mathematical theory of gapped/gapless boundaries of 2+1D topological orders was developed in [KZ18b,
KZ20, KZ21]. We do not need the complete theory here. We only focus on the topological data of gapless
boundaries and the physical intuition provided by the so-called topological Wick rotation as illustrated in
Figure 16. More precisely, the left picture depicts in the spatial dimension a gapped domain wall P2 between
two anomaly-free 2+1D simple topological order C3 and B3. The 2-codimensional topological defects in
B3 (resp. C3) form a non-degenerate braided fusion 1-category ΩB (resp. ΩC). For convenience, we also
assume P2 = (P, p) is simple. Then the 1-codimensional topological defects in P2 form a fusion 1-category
ΩpP. We have a canonical braided equivalence ΩBop⊠ΩC≃ Z1(ΩpP). The canonical action of ΩBop on ΩpP

defines an enriched fusion category ΩB
op
ΩpP via the so-called canonical construction [MP17]. It turns out

that the topological skeleton Xtop = X of a gapless boundary X2 of a 2+1D topological C3 is precisely given by
an enriched fusion category X= ΩB

op
ΩpP, in which the original finite dimensional hom space homΩpP

(x , y)
is replaced by an internal hom [x , y] in ΩBop. The physical meaning of ΩB is the category of modules over
a rational vertex operator algebra, and that of the internal hom space [x , y] is an infinite dimensional vector
space of defect fields [KZ18b, KZ20, KZ21]. This suggests that the topological skeleton of the gapless bound-
ary X2 can be obtained by rotating the 2+1D phase B3 to the time direction as a fictional phase in spacetime
as depicted in the second picture in Figure 16. This fictional phase can be viewed as a bookkeeping device
for the combination of ΩBop with P to form an ΩBop-enriched fusion category ΩB

op
ΩpP [KZ18b]. Actually,

it suggests something much deeper than a bookkeeping device as shown already in [KZ18b] that it led a
powerful formula for computing the fusion of gapless domain walls [KZ18b, Eq. 5.3] and a generalization of
holographic duality to higher dimensions [KZ20, KZ21, KZ22b]. From now on, we take it for granted that
the second picture in Figure 16 represents a gapless boundary X2 of C3.

Similar to Section 4.1.3, by rolling up the gapless boundary X2, we obtain a hole with a gapless boundary
(depicted as a cylinder in (6.3.1) based on the geometric intuition of topological Wick rotation) or a 2-
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codimensional liquid-like defect in ΩĈtop.

A=

∫

S1

X =

∫

S1

ΩBop
P =

ΩBop
P

C3 P2

B3

∈ ΩĈ. (6.3.1)

Note that this 2-codimensional liquid-like defect is not a particle (or anyon) in the usual sense. It should
be viewed as a generalized particle (or a virtual48 particle). Similar to the discussion in Section 4.1.3, this
liquid-like defect is an internal hom [1X,1X]ΩĈ. The internal hom is again defined by the natural action
⊙ : ΩĈtop ×X→ X, i.e.

homX(a⊙ x , y)≃ homΩĈtop
(a, [x , y]ΩĈtop

).

Therefore, A = [1X,1X]ΩĈ has a canonical structure of a condensable E2-algebra in Ĉtop. The geometric
meaning of the algebraic structure of A was explained in details in [KZ21, Section 6.2, Remark 6.3] as a
natural49 geometric fusion of two such ‘cylinders’ depicted in (6.3.1). From the geometric construction of
this multiplication, it is clear that A is an E2-algebra in ΩĈtop.

Notice that a defect in X also defines an object in ΩĈtop as illustrated below:

∫

S1

(X, x) =

ΩBop
P

C3 x ∈X

∈ ΩĈ. (6.3.2)

The same geometric fusion of two cylinders defined in [KZ21, Section 6.2] defines an A-action on
∫

S1(X, x).
As a consequence,

∫

S1(X, x) is only a right A-module (not an E2-module) in ΩĈtop. Geometrically, it is clear
that such a right A-module is an E2-A-module if and only if x ∈ X can be moved into the interior of the hole
(i.e., trivial phase 13). However, the only simple 2-codimensional liquid-like defect is the trivial particle. We
obtain ModE2

A (ΩĈtop)≃ Vec. We summarize all the results in this subsubsection in the following theorem.

Theoremph 6.3.2. The topological skeleton Xtop = X of a gapless boundary X2 of an anomaly-free 2+1D
topological order C3 can be obtained by condensing a liquid-like defect A :=

∫

S1 X, which is an E2-algebra in

Ĉtop. Moreover, we have
X≃ RModA(ΩĈtop), ModE2

A (ΩĈtop)≃ Vec.

One can also condense A along a line in space. As a consequence, we obtain a condensed 1-codimensional
liquid-like defect ΣA = X2 ⊠ X2 ∈ Ĉtop, which is a condensable E1-algebra in Ĉtop and can be graphically
represented by the following picture.

X2 X2

C3C3

ΣA= X2 ⊠X2

By condensing ΣA in Ĉtop, we again obtain 13 as the condensed phase and a gapless boundary, which is
precisely X2.

48In physical reality, by shrinking the radius of the hole, the hole will be gapped out and becomes an ordinary particle. However, in
our mathematical theory, there is no length scale. The radius of the cylinder does not play any role. One has to gap it out by hand as it
was done in [KZ21]. In this sense, without gapping it out, the cylinder in (6.3.1) should be viewed as a virtual particle (more precisely,
it lives in the category of ‘generalized nerves’). We will provide more details elsewhere.

49There is no unnatural choice involved in the geometric definition of the fusion of two cylinders depicted in (6.3.1).
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Remark 6.3.3. When C3 = 13, its gapless boundary X2 is just a 2D RCFT (with liquid-like defects). By
condensing the condensable E2-algebra A =

∫

S1 X, or equivalently, condensing ΣA, we obtain 13 as the
condensed phase and a gapless domain wall M2 = X2. This result says that condensing a 2D RCFT X2 in
13 reproduces X2 as the domain wall between the initial phase 13 and the condensed phase 13. Note that
if X2 is gapped (i.e., ΩBop is trivial), this construction is already beyond usual anyon condensation theory
because we have included the condensation of ‘virtual particles’ (in the category of ‘generalized nerves’).
For example, if the cylinder-like defect depicted in (6.3.1) and (6.3.2) has a non-trivial interior, then some
non-trivial defect x ∈ X in (6.3.2) can be moved into the interior and becomes an E2-A-module. In this case,
the condensed phase D3 is non-trivial and we have ΩD̂top =ModE2

A (ΩĈtop). This special case already largely
generalizes the usual anyon condensation theory even when the wall X2 is gapped. We will provide a more
complete story elsewhere. ♦

Remark 6.3.4. Although this illustrating example is about the condensation in a 2+1D topological order
with a gapless liquid-like boundary, it tautologically generalizes to higher dimensional topological orders with
gapless liquid-like boundaries (or domain walls) because topological Wick rotation also applies to gapless
liquid-like boundaries of higher dimensional topological orders [KZ20, KLWZZ20b, KLWZZ20a, KZ22b]. ♦

Remark 6.3.5. We have ignored the dynamical data Xlqs completely and have provided a ‘generalized con-
densation’ only for the topological data. The complete story, including the dynamical data, is not yet known
but far richer and more interesting. One possible way to complete the story is to use the mathematical the-
ory of topological nets developed in [KZ22c]. Since the hom spaces in the enriched categories are internal
homs in the category of modules over a vertex operator algebra, the physical realization of these hom spaces
are infinite dimensional vector space of defect fields. This infinite feature already shows that the condensa-
tion theory presented in this subsection is of infinite type and beyond the main results of this work (recall
Remark 2.1.10).

However, we want to remark that the generalized condensation theory presented in this subsection seems
to suggest a geometric way to understand the usual representation theory of vertex operator algebra (VOA)
as a geometric condensation theory. More precisely, consider a rational VOA V , i.e., ModV is a modular
tensor category. Consider a 2+1D topological order C3 and a braided monoidal equivalence φ : ModV →
ΩC. According to the mathematical theory of a gapless boundary of a 2+1D topological order, the triple
(V,φ,ΩC

op
ΩC) provides a complete mathematical characterization of the so-called canonical gapless boundary

of C3. Consider the solid cylinder in spacetime depicted in the following picture.

(V,φ,ΩC
op
ΩC)

13 C2

C3

C3

It is a spacetime picture of the topological order C3 and its canonical gapless boundary living in an empty
3D spacetime. The meaning of the label C2 is explained in Example 2.1.7. Then the representation theory of
V or the fact that C≃ModV can be physically understood as the condensation of the solid cylinder50 (as an
E2-algebra) in 13. Recall that a V -module in the usual sense [FHL93] is precisely an E2-module over V . The
same picture works if we replace a rational VOA by a rational full field algebras [HK07, Kon07]. ♦

50In order to provide a physical meaning or a physical intuition to a mathematical theory, one has to associate a mathematical object
to its physical realization precisely according to physically laws. For example, in mathematical literature, it is perfectly fine to say that
a VOA defines an algebra over a spherical partial operad in Huang’s geometric theory of VOA [Hua95], or, a local observable algebra on
a 1+1D Riemann surface as in the theory of chiral algebra by Beilinson and Drinfeld [BD04]. However, from a physical point of view, a
VOA with a non-trivial central charge can not live on a 1+1D worldsheet alone because it is physically anomalous in 1+1D even when
it is a holomorphic VOA. It can only be physically realized as a 1+1D chiral gapless boundary of a 2+1D topological order. Moreover,
the algebraic structure of the cylinder is defined by geometrically fusing the cylinder which was defined in [KZ21, Section 6.2]. In other
words, we can depict this algebraic structure as a (3D filled) pant with two (filled) holes lying the plane labeled by 13 and the third
(filled) hole lying above the plane. Recall that, in [KZ21, Section 6.2], this fusing is defined topologically. In order to understand the
algebraic structure of a VOA physically in this context, it is better to equip the surface of the solid cylinder with a complex structure.
This geometric meanings of a VOA is different from Huang’s geometric theory of VOA [Hua95] and Beilinson-Drinfeld’s chiral algebra
[BD04]. Therefore, it becomes a very interesting problem to develop the mathematical foundation of above geometric pictures. Another
deeply related problem, proposed by the first author of this paper a few years ago, is to established a functorial quantum field theory (as
a functor from cobordism category to a linear category) that combines the usual Reshetikhin-Turaev TQFT’s with its gapless boundaries.
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6.4 Condensations as mutually commuting interactions

We have shown that the condensation theory is essentially about higher algebras and higher representations,
the mathematical theory of which is far from been developed. In this subsection, we discuss some physical
or philosophical enlightenments from such a general theory of condensations.

Physically, if we reduce the condensation to its simplest form, it is nothing but a way to select a sub-
Hilbert space from a Hilbert space as emphasized in [Kon14]. For example, consider the tensor product of
two spins spaces V ’s, i.e.

V ⊗C V ≃ V0 ⊕ V⊥0 , (6.4.1)

which is quantum mechanical system instead of a quantum many-body system. Introducing an interaction
between these two spin spaces amounts to introducing a projector to the subspace V0, which is more energy
favorable than V⊥0 . Although condensation is a term applying to quantum many-body systems, we can view
an interaction between two spin spaces, or more generally, an interaction among a few spin spaces, as a
condensation in a quantum few-body system.

When we have a chain of spin spaces⊗i∈ZV , by introducing mutually commuting local projectors (MCLP)
(or condensation) among adjacent spins, we obtain a 1+1D lattice model (see Remark 6.4.1). We refer to
this type of lattice models by MCLP lattice models. If a MCLP lattice model realizes a quantum phase C2,
it is reasonable to say that this lattice model realize a condensation from the trivial phase 12 to C2. This
point of view automatically generalizes to all dimensions. Namely, a MCLP lattice model realization of a
quantum phase Cn+1 is precisely a physical realization of a condensation from the trivial phase 1n+1 to Cn+1

(see Remark 6.4.1). In other words, a MCLP lattice model and a condensation are essentially the same thing.

Remark 6.4.1. Our condensation theory is based on condensation maps, which are mutually commuting
projectors. Therefore, it only applies to lattice models with mutually commuting local interactions (or con-
densation). On the other hand, a MCLP lattice model construction is already more general than what is
covered in this work because the quantum phase Cn+1 can also be a non-liquid phase (see [Cha05, SSWC18,
SSC19, VHF16, Wen20] and references therein). A quantum liquid can be viewed as a quantum phase satis-
fying certain finite properties because fully dualizability condition is a finiteness condition. Therefore, when
Cn+1 is a quantum liquid, we can view a condensation from 1n+1 to Cn+1 as a finite-type condensation; when
Cn+1 is a quantum non-liquid, the associated condensation is a infinite-type condensation. We hope to give
a precise mathematical definition of a finite-type or infinite-type condensation in the future. If we allow
condensations of infinite-type, then the trivial phase 1n+1 can already be viewed as a ‘theory of everything’.♦

This unification of these terminologies or ideas leads us to many natural generalizations of previous ideas.
We give some examples.

1. An n+1D MCLP lattice model can be viewed as first introducing an nD MCLP lattice model followed by
a layer construction. In other words, higher dimensional MCLP lattice models are layer constructions
of lower dimensional MCLP lattice models.

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Figure 17: the construction of a universal MCLP lattice model
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2. It also suggests that, for a quantum phase Cn+1, there is a universal construction of a ‘MCLP lattice
model’ that can realizeCn+1. The idea is illustrated in Figure 17. Each square depicts an n+1D quantum
phase Cn+1 surrounded by a (potentially gapless) boundary phase Xn. Such a square should be viewed
as a generalized local spin space V , and is clearly infinite dimensional. Note that some local degrees of
freedom in V are those on the “local boundary” Xn and others are those in the Cn+1-phase. We define
the interaction between two adjacent squares simply by introducing an interactions between the local
degrees of freedom in V that belong to the “local boundaries" Xn of two adjacent squares such that
this interaction defines a condensation that erases the local boundary and connects the interior of two
squares. This MCLP lattice model realizes a condensation from 1n+1.

• When Xn is gapped, this MCLP lattice model realizes a condensation of ‘finite type’ from 1n+1.
We expect that this condensation is a continuous phase transition.

• When Xn is gapless but liquid-like51, this MCLP lattice model realizes a condensation from 1n+1

that is more violent than the finite type. Therefore, it is reasonable to call such a condensation
an ‘infinite type’. We still expect that the phase transition to be continuous. When Xn is not
liquid-like, then we expect it to be discontinuous.

3. Since the notion of condensation is defined not only from 1n+1 to Cn+1 but also from Bn+1 to Cn+1,
we should also have a notion of a lattice model over a background phase Bn+1, which realizes a new
phase Cn+1 and, at the same time, a condensation from Bn+1 to Cn+1. Moreover, the condensation
process defined by first proliferating Cn+1-phase-islands within the Bn+1-phase then introducing proper
interactions among Cn+1-phase-islands immediately leads us to a universal construction of a MCLP
lattice model over the background phase Bn+1 that realizes the phase Cn+1. An illustration of this
construction is given in Figure 17 with the background phase given by Bn+1. An example of such a
MCLP lattice model over a non-trivial background phase B3 is given in [MRV23].

Bn+1

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Cn+1Xn Xn

Xn

Xn

Figure 18: a universal MCLP lattice model with a brackground phase Bn+1

• When Xn is gapped, this MCLP lattice model realizes a condensation of ‘finite type’ from Bn+1.
We expect this condensation to be a continuous phase transition.

• When Xn is gapless but liquid-like, this MCLP lattice model realizes a condensation from Bn+1 that
is of ‘infinite type’. We still expect it to be a continuous phase transition. If Xn is not liquid-like,
we expect it to be a discontinuous phase transition.

Remark 6.4.2. In a lattice model over a background phase Bn+1, the tensor product of local spin spaces is a
tensor product in Ωn−1B instead of the vector space tensor product ⊗C. Therefore, such a model is not local
in the usual sense (see [MRV23]). However, we believe that such generalized lattice models are very natural
and valuable for theoretical studies. ♦

Conjecture 6.4.3. Above discussion motivates the following two conjectures.

51Then we expect that its bulk Cn+1 is also liquid-like.
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1. For each n+1D anomaly-free topological order Cn+1 Morita equivalent to Bn+1, there is an n+1D MCLP
lattice model over the background phase Bn+1 realizing Cn+1 such that the local spin space V is finite
dimensional.

2. For each n+1D anomaly-free topological order Cn+1 not Morita equivalent to Bn+1, there is an n+1D
MCLP lattice model over the background phase Bn+1 realizing Cn+1 such that the local spin space V is
necessarily infinite dimensional.

Remark 6.4.4. 2+1D Levin-Wen models [LW05] or their higher dimensional analogues (see [GJF19] and
Remark 5.11 in [KZ22b]) are MCLP lattice model realizations of non-chiral topological orders. It is natural
to expect that these models are deeply related to the universal MCLP lattice models if not the same. We hope
to study their relation in the future. ♦

Remark 6.4.5. The physical configuration depicted in Figure 17 or 18 also shows that, before we introduce
the interactions, the system is a non-liquid because the ground state degeneracy scales as the size of the
system. This fact also suggests that a complete mathematical theory of condensations needs a mathematical
theory of non-liquid phases and that of gapless quantum liquids. ♦
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A Appendix

A.1 Proof of Theorem 4.1.19

It remains to show that the morphism (4.1.17) coincides with the one defined in (4.1.16). The morphism
(4.1.17) is defined via the composition of a series of morphisms. We consider a more general condition by
replacing the object 1m by arbitrary object x , y in ΩmM. The morphism we need to study is provided by the
following composition

LR
2(x)⊗ LR

2(y)→ LR
2(L2(L

R
2(x)⊗ LR

2(y)))≃ LR
2(L2 LR

2(x)⊗ L2 LR
2(y))→ LR

2(x ⊗ y) (A.1.1)

We examine the geometric meaning of each morphism appearing in the above composition. It turns out that
the geometric meaning of (A.1.1) is the fusion of two bubbles.

ΩD ΩD

x y

−→ ΩD ΩD

x y

As a result, by taking x , y = 1m, we recover the morphism (4.1.16).
Before we start, we analyse the geometric meaning of the unit and counit of the adjunction L2 ⊣ [1m,−],

which are used throughout the proof. Recall that, the bulk-to-wall map L2 : ΩC→ ΩmM means we move a
point-like excitation a in ΩC next to the gapped domain wall ΩmM, so that we can view a as an excitation
on ΩmM, and we denote it by L2(a).

• Unit of the adjunction η : idΩC⇒ [1m, L2(−)] = LR
2 L2(−) = −⊗ LR

2(1m):

ηa :

ΩC ΩD

a →
∫ ΩD

x∈ΩmM
ΩC ΩDx

xR

a ≃
ΩC ΩD

a

• Counit of the adjunction ϵ : L2 LR
2(−)L2([1m,−])⇒ idΩmM

:

ϵm :

ΩD

m ≃
∫ ΩD

x∈ΩmM
ΩC ΩDx

xR

m →
ΩC ΩD

m

Then we need to analyze the geometric meaning of following morphisms, whose composition gives rise
to (A.1.1).

1. The first morphism is a component of the unit η. It is given by

ηLR
2 (x)⊗LR

2 (y)
: LR

2(x)⊗ LR
2(y)→ LR

2(L2(L
R
2(x)⊗ LR

2(y))) (A.1.2)

2. The second morphism

LR
2(L2(L

R
2(x)⊗ LR

2(y)))≃ LR
2(L2(L

R
2(x))⊗ L2(L

R
2(y))) (A.1.3)

only exploits the monoidal structure of L2, hence is geometrically trivial. We omit this morphism in
our geometric analysis.

3. The third morphism is given by

LR
2(ϵx ⊗ ϵy) : LR

2(L2(L
R
2(x))⊗ L2(L

R
2(y)))→ LR

2(x ⊗ y)

We study the morphism inside LR
2(−), that is, the tensor product of two components of ϵ:

ϵx ⊗ ϵy : L2(L
R
2(x))⊗ L2(L

R
2(y))→ x ⊗ y. (A.1.4)

The analysis of the morphism (A.1.4) occupies the main space of this appendix.
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The geometric meaning of the morphism (A.1.2) is:

ηLR
2 (x)⊗LR

2 (y)
: ΩCΩD ΩD

x y

−→ ΩC

ΩD ΩD

x y

ΩD

The geometric meaning of the morphism (A.1.4) is:

ϵx ⊗ ϵy :
ΩCΩD ΩD

x y

ΩD

=

∫ ΩD

z∈ΩmM

∫ ΩD

w∈ΩmM

x y

zR z wR w

ΩD

−→

x y

ΩD

=
ΩD

ΩC
x y

To proceed, let us note that there is a canonical isomorphism:

∫ ΩD

z∈ΩmM
ΩD

ΩC

z zR

x

y =
ΩCΩD

x

y

=
ΩCΩD

x

y

=

∫ ΩD

z∈ΩmM
ΩD

ΩC

zzR

x

y

Algebraically, this means that the object
∫ ΩD

z∈ΩmM
zR ⊗ x ⊗ z is equipped with a half braiding β whose

components are
∫ ΩD

z∈ΩmM
zR⊗ x ⊗ z⊗ y ≃ y ⊗ (

∫ ΩD

z∈ΩmM
zR⊗ x ⊗ z)≃
∫ ΩD

z∈ΩmM
y ⊗ zR⊗ x ⊗ z. The mathematical

details of the construction of the half-braiding are postponed to the next appendix, see Example A.2.15 and
Example A.2.16.
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Now we would like to show that, the morphism ϵx ⊗ ϵy is equal to the following morphism:

ΩD ΩD

x y

ΩD

=

∫ ΩD

z∈ΩmM

∫ ΩD

w∈ΩmM

x y

zR z wR w

ΩD

=

∫ ΩD

z∈ΩmM

∫ ΩD

w∈ΩmM

zR

z wR

w

x y

β
≃
∫ ΩD

z∈ΩmM

∫ ΩD

w∈ΩmM

zR

z

wR

w

x y

=

∫ ΩD

z∈ΩmM

∫ ΩD

w∈ΩmM

zR

z

wR w

x y

→

x y

=
ΩD

ΩC
x y

Mathematically, this amounts to the commutativity of the following diagram

∫ ΩD

z∈ΩmM
zR ⊗ x ⊗ z ⊗
∫ ΩD

w∈ΩmM
wR ⊗ y ⊗w

∫ ΩD

w∈ΩmM
wR ⊗ (
∫ ΩD

z∈ΩmM
zR ⊗ x ⊗ z)⊗ y ⊗w

∫ ΩD

w∈ΩmM
wR ⊗ x ⊗ y ⊗w

x ⊗ y x ⊗ y

π1m⊗π1m

π1m

π1m

=

This commutativity can be demonstrated by considering the following diagram:

∫ ΩD

z∈ΩmM
zR ⊗ x ⊗ z ⊗
∫ ΩD

w∈ΩmM
wR ⊗ y ⊗w

∫ ΩD

w∈ΩmM
wR ⊗
∫ ΩD

z∈ΩmM
zR ⊗ x ⊗ z ⊗ y ⊗w

∫ ΩD

z∈ΩmM
zR ⊗ x ⊗ z ⊗ 1m ⊗ y ⊗ 1m 1m ⊗

∫ ΩD

z∈ΩmM
zR ⊗ x ⊗ z ⊗ y ⊗ 1m

∫ ΩD

w∈ΩmM
wR ⊗ x ⊗ y ⊗w

x ⊗ y x ⊗ y

The upper square commutes due to the definition of the upper horizontal arrow. The middle horizontal
morphism is the half-braiding with the tensor unit 1m and so is trivial, hence the lower square commutes.
The right triangle commutes trivially.
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As a result, the morphism LR
2(ϵx ⊗ ϵy) can be depicted as (where we use the “tunnels" between bubbles

to indicate the way we fuse bubbles):

LR
2(ϵx ⊗ ϵy) :

ΩC

ΩD ΩD

x y

ΩD

−→
ΩC

ΩD ΩD

x y

ΩD

Summarizing above analysis, we obtain that the composed morphism (A.1.1) can be written as the com-
position of the following maps:

ΩC
ΩD ΩD

x y

η
−→

ΩC

ΩD ΩD

x y

ΩD

−→
ΩC

ΩD ΩD

x y

ΩD

−→
ΩC

ΩD ΩD

x y

ΩD

By the naturality of η we may rewrite the above map as

ΩD ΩD

x y

−→ ΩD ΩD

x y

−→

ΩD ΩD

x y

ΩD

−→

ΩD ΩD

x y

ΩD

Note that the composition of the last two maps is just identity, by the zig-zag equation of adjunction:

id : LR
2(x ⊗ y)→ LR

2(x ⊗ y)⊗ LR
2(1m) = LR

2(L2 LR
2(x ⊗ y))

LR
2 (ϵx⊗y )
−→ LR

2(x ⊗ y)

Finally, we see that the morphism LR
2(x)⊗ LR

2(y)→ LR
2(x ⊗ y) is given by fusion of two bubbles:

ΩD ΩD

x y

−→ ΩD ΩD

x y

This completes the proof of Theorem 4.1.19.

A.2 Module Eilenberg-Watts calculus

In this section, we develop a relative version of classical Eilenberg-Watts calculus. It is different from the
one developed in [FSS20]. All categories we consider in this appendix are finite 1-categories, i.e. linear
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categories that are equivalent to the category of finite dimensional modules over some finite dimensional
algebra A.

Convention A.2.1 (Convention for duality). Our convention for left/right duality is different from that
in [DR18] [Lur17]. For C a monoidal category and x ∈ C an object, a left dual of x consists of a triple
(x L , evx , coevx)where x L ∈ C is an object, coevx : 1C→ x⊗x L is the coevaluation map and evx : x L⊗x → 1C

is the evaluation map. The (co)evaluation maps are required to satisfy the zig-zag equation. A right dual of
x is a left dual in Crev.

Notation A.2.2. Let C be a finite tensor category and M is a left C-module, whose module structure is
denoted by ⊙ : C×M→M. Rigidity of C induces two right C-module structures over Mop, defined in the
following way:

• The module structure
⊙L : Mop ×C→Mop, (m, c) 7→ cL ⊙m.

For simplicity, we denote the right C-module structure by Mop|L .

• The module structure
⊙R : Mop ×C→Mop, (m, c) 7→ cR ⊙m.

For simplicity, we denote the right C-module structure by Mop|R.

Notation A.2.3. Let C be a finite tensor category and M, N be finite left C-modules. We use FunL
C
(M,N)

to denote the finite category of left exact C-module functors from M to N. Similarly, we use FunR
C
(M,N) to

denote the finite category of right exact C-module functors from M to N. For two C-module functors (F,ηF ),
(G,ηG) in FunC(M,N), we write NatC(F, G) for the vector space of C-module natural transformations from
F to G.

Definition A.2.4. Let C be a finite tensor category and M a left C-module. We equip Mop with the right
C-module structure Mop|L . Let (F, e) : Mop|L ×M → D be a balanced C-module functor with e being the

balancing natural isomorphism. The C-module end of F is a pair (
∫ C

x∈M F(x , x),π) with
∫ C

x∈M F(x , x) ∈D an

object and π :∆∫C
x∈M F(x ,x)

••
→ F is a dinarutal transformation such that the following diagram is commutative:

∫ C

x∈M F(x , x) F(m, m)

F(cL ⊙m, cL ⊙m) F(m, c ⊙ cL ⊙m)

πm

πcL⊙m coevc

em,c,cL⊙m

and the pair (
∫ C

x∈M F(x , x),π) is terminal among all such pairs. □

This is a dual notion defined as follows:

Definition A.2.5. Let C be a finite tensor category and M a left C-module. We equip Mop with the right
C-module structure Mop|R. Let (F, e) : Mop|R ×M→D be a balanced C-module functor with e being the bal-

ancing natural isomorphism. The C-module coend of F is a pair (
∫ x∈M
C

F(x , x),π) with
∫ x∈M
C

F(x , x) ∈D an

object and π : F
••
→∆∫ x∈M

C
F(x ,x)

a dinatural transformation, such that the following diagram is commutative:

F(m, (c ⊗ cR)⊙m) F(cR ⊙m, cR ⊙m)

F(m, m)
∫ x∈M
C

F(x , x)

evcR

and the pair (
∫ x∈M
C

F(x , x),π) is initial among all such pairs. □
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Remark A.2.6. The C-module end maybe written as the following equalizer:
∫ C

m∈M
F(m, m)≃ Eq(

∫

m∈M F(m, m)
∫

m∈M

∫

c∈C F(m, c ⊙ cL ⊙m)
f

g

Componentwisely, f and g can be written respectively as (we choose the component labelled by d ∈ C and
n ∈M)

fd,n =

∫

m∈M
F(m, m)

πn−→ F(n, n)→ F(n, d ⊗ d L ⊙ n)

and

gd,n =

∫

m∈M
F(m, m)

πd L⊙n−→ F(d L ⊙ n, d L ⊙ n)≃ F(n, d L ⊗ d ⊙ n).

where we use the balancing structure of F in the last step. Dually the C-module coend may be written as a
coequalizer of two coends. ♦

The following lemma generalizes the familiar formula for usual ends:

Lemma A.2.7. LetM,N be leftC-modules whereC is a finite tensor category. Let (F,ηF ), (G,ηG) ∈ FunC(M,N)
beC-module functors. Then

∫ C

m∈M homN(F(m), G(m))≃ NatC(F, G). Note that the functor homN(F(−), G(−)) :
Mop|L ×M→ Vec is equipped with a canonical balancing structure.

Proof. Take α ∈ NatC(F, G) and πm(α) = αm be its component at m. Then the commutativity of the following
diagram

NatC(F, G) homN(F(m), G(m))

homN(F(cL ⊙m), G(cL ⊙m)) homN(F(m), G(c ⊙ cL ⊙m))

πm

πcL⊙m

em,c,cL⊙m

is equivalent to be commutativity of the following diagram

cL ⊙ F(m) cL ⊙ G(m)

F(cL ⊙m) G(cL ⊙m)

cL⊙αm

ηF
cL ,m

ηG
cL ,m

αcL⊙m

The following lemma is a simple corollary of the enriched Yoneda Lemma, which will be useful in our
proof of Lemma A.2.9.

Lemma A.2.8. Let M,N be left C-modules and (K ,ηK) ∈ FunC(M,N) is a C-module functor. There is a
canonical isomorphism of vector spaces for each y ∈M, z ∈N:

NatC([y,−], [z, K(−)])≃ homN(z, K(y)).

Similarly we have
NatC([−, y], [K(−), z])≃ homN(K(y), z).

Lemma A.2.9 (Yoneda and co-Yoneda Lemma via (co)ends). Let (G,ηG) ∈ FunC(M,N), then there is a
canonical isomorphism of C-module functors:

G(−)≃
∫ x∈M

C

[x ,−]⊙ G(x), G(−)≃
∫ C

x∈M
[−, x]R ⊙ G(x) (A.2.1)

Proof.

hom(

∫ x∈M

C

[x , y]⊙ G(x), z)≃
∫ C

x∈M
homN([x , y]⊙ G(x), z)

≃
∫ C

x∈M
homC([x , y], [G(x), z])

≃ NatC([−, y], [G(−), z])
≃ homN(G(y), z).
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Example A.2.10. Let us regard C as a regular left C-module. In this case the internal hom is easily computed
as

[x , y] = y ⊗ x L

Applying the Yoneda lemma A.2.9 to the identity functor id : C → C (which is equipped with a canonical
C-module functor structure), we have

y ≃
∫ C

x∈C
[y, x]R ⊗ x ≃
∫ C

x∈C
y ⊗ xR ⊗ x , 1C ≃

∫ C

x∈C
xR ⊗ x . (A.2.2)

♥

Theorem A.2.11 (Generalized Eilenberg-Watts calculus). LetC be a finite tensor category. We use FunR
C
(M,N)

to denote the category of right exact C-module functors from M to N and FunL
C
(M,N) the category of left

exact ones. Then there are pairs of adjoint equivalences:

Φl : Mop|R ⊠C N→ FunL
C
(M,N), x ⊠C y 7→ [x ,−]⊙ y

Ψ l : FunL
C
(M,N)→Mop|R ⊠C N, F 7→

∫ m∈M

C

m⊠C F(m).

and
Φr : Mop|L ⊠C N→ FunR

C
(M,N), x ⊠C y 7→ [−, x]R ⊙ y

Ψ r : FunR
C
(M,N)→Mop|L ⊠C N, F 7→

∫ C

m∈M
m⊠C F(m).

Example A.2.12. Let C be a braided fusion category, M be a multi-fusion category and L : C → M be a
central functor. L equips M with a structure of left C-module in a manifest way. According to Theorem

A.2.11, there is an equivalence Ψ r : FunC(M,M)≃Mop|L ⊠CM, which sends a functor F to
∫ C

m∈M m⊠ F(m).

In particular, Ψ r sends the identity functor idM to
∫ C

m∈M m⊠m. Taking the equivalence of right C-modules

Mop|L ≃Mrev,

m 7→ mR

into consideration, we obtain a composed equivalence:

FunC(M,M)≃Mop|L ⊠C M≃Mrev ⊠C M,

which sends the identity functor IdM to:

idM 7→
∫ C

m∈M
m⊠C m 7→
∫ C

m∈M
mR ⊠C m. (A.2.3)

This image of idM is used in Section 4.1.3 and Section A.1. ♥

To give a proof of Theorem A.2.11, we first summarize the following results from [KZ18a], Corollary
2.2.6 and Proposition 2.2.7.

Theorem A.2.13. Let M and N be left C-modules. x , x ′ ∈M and y, y ′ ∈N.

(1) There is a natural isomorphism

homMop|L⊠CN(x ⊠C y, x ′ ⊠C y ′)≃ homC(1, [y, y ′]⊗ [x ′, x])

(2) The formula x ⊠C y 7→ y ⊠C x determines an equivalence Mop|R ⊠C N ≃ (Nop|L ⊠C M)op

(3) The functor x⊠C y 7→ [x ,−]⊙ y determines an equivalence between Mop|R⊠CN and FunL
C
(M,N); sim-

ilarly, the functor x⊠C y 7→ [−, x]R⊙ y determines an equivalence between Mop|L⊠CN ≃ FunR
C
(M,N).
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Proof of Theorem A.2.11. According to Theorem A.2.13 (3), Φl is an equivalence. It suffices to show that Ψ l

is the left adjoint functor of Φl . This follows from the following computation:

NatC(F, [x ,−]⊙ y)≃
∫ C

m∈M
homN(F(m), [x , m]⊙ y)

≃
∫ C

m∈M
homC(1, [x , m]⊗ [F(m), y])≃

∫ C

m∈M
homNop|L⊠CM(y ⊠C x , F(m)⊠C m)

≃
∫ C

m∈M
hom(Nop|L⊠CM)op(F(m)⊠C m, y ⊠C x)

≃homMop|R⊠CN(

∫ m∈M

C

m⊠C F(m), x ⊠C y).

The first isomorphism follows from Lemma A.2.9; the second isomorphism is routine; the third isomorphism
follows from Theorem A.2.13 (1); the fourth isomorphism is trivial and the last isomorphism follows from
Theorem A.2.13 (2).

In a similar manner, we can show that Ψ r is right adjoint to Φr .

Example A.2.14. Let C and D be Morita equivalent finite tensor categories and CMD be the invertible
module. It is well-known that there is a canonical equivalence of monoidal categories:

u : Dop→ FunC(M,M), d 7→ −⊙ d.

Now we are able to write down the quasi-inverse(right adjoint) of u:

uR : FunC(M,M)→Dop, F 7→
∫ C

m∈M
[m, F(m)]Dop (A.2.4)

which follows from the following easy calculation:

homD(d,

∫ C

m∈M
[m, F(m)]Dop)≃

∫ C

m∈M
homD(d, [m, F(m)]Dop)

≃ NatC(−⊙ d, F(−)). ♥

Example A.2.15. Let C,D be non-degenerate braided fusion categories, M be a closed multi-fusion C-D-
bimodule. Let F : C→M be the central functor, whose central structure is witnessed by the braided tensor
functor F̃ : C→ Z1(M). Given m ∈M, we define T (m) to be the C-module end

T (m) :=

∫ C

x∈M
xR ⊗m⊗ x

Note that the central structure of F is indispensable for the definition. When m varies, the assignments
m 7→ T (m) can be extended to a functor T : M→M which actually defines a comonad over M. Let us look
at the Eilenberg-Moore category (i.e. the category of comodules) of this comonad. The Eilenberg-Moore
category of this comonad consists of pairs (m,δm) where m ∈M and δm is a half braiding of m subject to
the extra property that (m,δm) should lie in the double centralizer of the essential image of F̃ : C→ Z1(M),
where F̃ is the lift of F . As a result, the Eilenberg-Moore category of T is nothing but D. ♥

Example A.2.16. The C-module end
∫ C

x∈M xR ⊗m⊗ x ∈ M defined in Example A.2.15 is equipped with a
canonical half-braiding γ:

γy : y ⊗
∫ C

x∈M
xR ⊗m⊗ x =

∫ C

x∈M
y ⊗ xR ⊗m⊗ x ≃

∫ C

x∈M
xR ⊗m⊗ x ⊗ y.
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γy is induced by the universal property of C-module end. Let κa be the morphism defined by the following
composition

κa :

∫ C

x∈M
xR ⊗m⊗ x ⊗ y

πa⊗y L

−→ (a⊗ y L)R ⊗m⊗ a⊗ y L ⊗ y
id⊗coevy
−−−−−→ y ⊗ aR ⊗m⊗ a.

for each a ∈M. All these κa can be organized into a single morphism
∫ C

x∈M
xR ⊗m⊗ x ⊗ y →

∫ C

a∈M
y ⊗ aR ⊗m⊗ a = y ⊗

∫ C

a∈M
aR ⊗m⊗ a.

In a similar manner, one can construct a morphism

γy : y ⊗
∫ C

a∈M
aR ⊗m⊗ a→
∫ C

x∈M
xR ⊗m⊗ x ⊗ y.

The two morphisms are inverse to each other, giving rise to the desired half-braiding. ♥

A.3 Ek-center of an Ek-algebra

In this subsection, we give brief explanations (instead of proofs) of the results in Lemma 6.1.14 [Lur17, Fra12]
and (5.2.23) that can enhance our understanding.

We explain Lemma 6.1.14 by first recalling Definition 2.3.17. For A,B ∈ Algc
Ek
((n + 1)Vec) and an Ek-

monoidal functor F : A → B, the Ek-centralizer of F is the universal Ek-multi-fusion n-category Zk(F)
equipped with a unital action G : Zk(F) ⊠A → B, i.e. an Ek-monoidal functor exhibiting the outer trian-
gle of the following diagram commutative (up to equivalences) as illustrated in the following commutative
diagram.

Zk(F)⊠A

G





X⊠A
H

$$

∃! f ⊠idA

OO

A

1Zk (F)
⊠idA

66

1A⊠idM

::

F // B

(A.3.1)

1. For A,O ∈ Algc
Ek
((n+ 1)Vec), an Ek-monoidal functor uO : A→ O endows O with a structure of Ek-A-

module. Moreover, O and uO are an object and a 1-morphism inAlgc
Ek
(Mod

Ek
A
((n+1)Vec)), respectively,

and uO is precisely the unit of O as an Ek-algebra in Mod
Ek
A
((n+ 1)Vec).

2. An Ek-algebra homomorphism g : O→B in Mod
Ek
A
((n+1)Vec) is equivalent to an Ek-monoidal functor

g : O → B such that the composed functor (A
uO−→ O

g
−→ B) is isomorphic to uB, a condition which

means that g preserves the units.

3. The canonical (n + 1)Vec-action on Mod
Ek
A
((n + 1)Vec) can be lifted to an action on the level of Ek-

algebras as illustrated below.

Algc
Ek
((n+ 1)Vec)×Algc

Ek
(Mod

Ek
A
((n+ 1)Vec)) ⊠ //

f×f
��

Algc
Ek
(Mod

Ek
A
((n+ 1)Vec))

f

��
(n+ 1)Vec×Mod

Ek
A
((n+ 1)Vec) ⊠ // Mod

Ek
A
((n+ 1)Vec)

(A.3.2)

Therefore, we can simplify the universal property of Zk(F) to that of an internal hom:

Zk(F)⊠A
G

$$
X⊠A H //

∃! f ⊠idA

99

B ,
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i.e., the pair (Zk(F), G) precisely defines the internal hom [A,B] in Algc
Ek
(Mod

Ek
A
((n+ 1)Vec)). Then

Lemma 6.1.14 simply says that the forgetful functors in (A.3.2) creates the internal hom.

Now we explain (5.2.23). Consider A ∈ Algc
Ek+1
((n + 1)Vec) and B ∈ LModA(Alg

c
Ek
((n + 1)Vec). By

definition, there is an left A-action on B given by an Ek-monoidal functor A×B
⊙
−→B such that (a, b) 7→ a⊙ b

for a ∈ A, b ∈ B. It is helpful to think of this action ⊙ to act in the x k+1-direction that is transversal to a
(potentially anomalous) topological order associated to B. It turns out that this Ek-monoidal action can be

lifted to an action functor Algc
Ek
(A) × Algc

Ek
(B)

⊙
−→ Algc

Ek
(B). Since 1B ∈ Algc

Ek
(B), we obtain [1B,1B] ∈

Algc
E1
(Algc

Ek
(A))≃ AlgEk+1

(A).
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